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Pre-trained Language Model (PLM)
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Recap Transformer
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Bi-directional Encoder from Transformer
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Transformer Encoder only!
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Meaning of “Bi-directional”

outputs
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Common Features in NLP

«  Who will take this class? f Sense

* | love you. i

* | have to study hard. i Sense1 @'\

- I would like to play basketball. S >m
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Common Features in Images

B Intuition

- There exist common features even in different datasets

- Example

- Reuse pre-trained common features

- Improve learning efficiency
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Concept of Transfer Learning

B Transfer Learning

Transfer learning (TL) is a technique in machine learning (ML) in which knowledge learned from a

task is re-used to boost performance on a related task.

Backbone Network
(CNN, RNN 5) 5}
Big Dataset

FC + Softmax

"
¢
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Target
Dataset 0 = {¢p, Y}

y

FC + Softmax
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Transfer Learning Approaches

B Transfer Learning Approaches
- Load seed weight = Performing general optimization (learning)
- Freeze weights - Learn unloaded parameters

- Apply different learning rates

x A
Big Dataset \ ‘ j Y
| ®
> X ‘ | ~
Target / y

Dataset 0 ={¢p, P}
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Self-supervised Leaning
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Learning Types

B Supervised Learning

- With labels Cat
© D ={(x, y)}ita loss
- Learn relation between x and y "y

- Almost commercial applications

B Unsupervised Learning
- No labels
© D ={(x)},
- Learn distribution in dataset, mainly used in generative models

- Autoencoders, GAN (Generative Adversarial Networks), Clustering etc.
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Self-supervised Learning

« Supervised: need big labeled dataset
« Unsupervised: difficulty of achieving commercial level

B Exploit inner(structure) of dataset 2> Train like labels exist
- Using partial information (x) of dataset, train to predict remain information (y) as label
- Once generate models > Apply different domain (Transfer Learning) = Maximize the
performance of supervised learning.
B In NLP, how to apply?
- NL data is everywhere in Internet.
- But no labels.

- Strategy: generate labels = Using partial tokens as labels

- I} O| EX| pyroren) 2H= Of o 24l A2 stAetL| T}
- O|& 8ol g2 RE 2 LHE o M&(TO| )
13/ 82



Self-supervised Learning + PLM

Supervised learning with unlabeled dataset
B Huge-scale learning is possible!

M Generate PLM
- seed of good weight parameter
- large-scale training!
M By applying transfer learning, the better performance is possible!

B Shadow of PLM

Not a new model or algorithm - just scale-up

Environmental problems

Richer get richer

Not learn real-world knowledge, just mimic human behavior
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Contrastive Learning

B Contrastive loss in self-supervised learning
- Measure distance similar (positive) pair of hidden representation

- Measure distance different (negative) pair of hidden representation

B Example
. . Learn parameters to be maximize distance between
- Learning cross entropy in softmax positive pair (d;,) and negative pair (d; 3)

=>» Does not need labeled data

same parameters
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ELMo, PLM A|CHe| A{2HE 2

B ELMo (Embedding from Language Models)

- Paper: https://arxiv.org/abs/1802.05365 [Matthew E. Peters et al., 2018]

- Design philosophy: Beyond Fixed Word Embedding (Word2Vec, Skip-gram &), Context-based Embedding

- Existing embedding technologies: Cannot train under training objective (always same embedding)
T T T
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https://arxiv.org/abs/1802.05365

INCREASE
TASK PREVIOUS SOTA OUR ELMo + (ABSOLUTE/
BASELINE BASELINE RELATIVE)
SQuAD | Liuetal. (2017) 844 | 81.1 85.8 4.771249%
SNLI Chen et al. (2017) 88.6 || 88.0 88.7 £ 0.17 0.7/5.8%
SRL He et al. (2017) 81.7 || 814 84.6 3.2/ 17.2%
Coref Lee et al. (2017) 67.2 || 67.2 70.4 3.2/9.8%
NER Peters et al. (2017) 91.93 £ 0.19 || 90.15 0222 £0.10 2.06/21%
SST-5 McCann et al. (2017) 53.7 || 514 547 £ 0.5 3.3/6.8%
Dataset Goals Achievement
* SQUAD: Question & Answering + Performance enhancement using context word embedding

* SNLI: Textual Entailment

Limitation

SRL: Semantic Role Labeling » Additional model is need for each task

» Coref: Coreference Resolution

* Bi-directional LM, but only contain one-directional information

NER: Named Entity Recognition L.
Implication

« SST-5: Semantic Analysis

» Additional enhancement using Transformer’s encoder, no longer use.
» However, this paper is monumental paper that opened the future

door of PLM approach
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PLM Descendants from ELMo

Semi-supervised Sequence Learning

context2Vec
ﬂ Pre-trained seq2seq
ULMFiT —— ELMo 71\*
Multi-Jingual Transformer Bidirectional LM
(A Q s Larger model

MultiFiT More data

Cross-lingual Defense

» Grover

UDify v
MIT-DNN Permutation LM ord Masking

Transformer-XL
More/data

MASS
distillation  UniLM

Knowledge

VideoBERT

. CBT
MEDNNo ViLBERT
ERNIE VisualBERT e
Morg/data z e ERNIE (Baidu)
2 (Tsinghua) B2T2
XLNet S BERT-wwm
SpanBERT Neural [entity linker 2
RoBERTa LXMERT
5 VL-BERT
KnowBert UNITER By Xiaozhi Wang & Zhengyan Zhang @ THUNLP

O|O|X| &X: https://github.com/thunlp/PLMpapers
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Bigger, Bigger, and Bigger!!!
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19 / 82
S


https://endplan.ai/%EC%96%91%EC%9E%90%ED%99%94-quantization-1-58bit/
https://endplan.ai/%EC%96%91%EC%9E%90%ED%99%94-quantization-1-58bit/
https://endplan.ai/%EC%96%91%EC%9E%90%ED%99%94-quantization-1-58bit/
https://endplan.ai/%EC%96%91%EC%9E%90%ED%99%94-quantization-1-58bit/
https://endplan.ai/%EC%96%91%EC%9E%90%ED%99%94-quantization-1-58bit/
https://endplan.ai/%EC%96%91%EC%9E%90%ED%99%94-quantization-1-58bit/
https://endplan.ai/%EC%96%91%EC%9E%90%ED%99%94-quantization-1-58bit/
https://coinpan.com/free/111044307
https://coinpan.com/free/111044307
https://coinpan.com/free/111044307

Vlumu@
i

Vo

»‘ml,u‘/j

|

NVIDIA H200 GPU

Graphics Card Comparison for ML/AI

Feature &

Architecture

VRAM

Memeory
Bandwidth
FP& Support
Tensor

Cores

Interconnect

Typical Price
(Approx.)

Best Use
Case

NVIDIA H200
(SXM)

Hopper

(Enhanced)

141 GB HBM3e

4.8 TBIs

Yes, Native

4th Gen

NVLink, PCle
Gen 5

$40,000+

Large-scale LLM
training/inference,
maximum
bandwidth

NVIDIA AMD
H100 (SXM) Instinct
MI300X
Hopper CDNA3
80 GB 192 GB
HBM3 HBM3
3.35TB/s 53 TB/s
Yes, Native Yes, Native
4th Gen N/A (AMD
equivalent)
NVLink, AMD
PCle Gen 2 Infinity
Fabric
$25,000 - N/A
£35,000 (Enterprise)

Large-scale LLM

Al training &  inference,

HPC, top large baich

performance  sizes,
massive
VRAM
capacity

NVIDIA A100

(PCle/SXM)

Ampere

40 GB or 80 GB
HEM2e

~2.0 TB/s (80GB)

No

3rd Gen

NVLink, PCle
Gen 4

$10.000 -
$15.000

Cost-efficient
enterprise Al

training/inference,

virtualization

NVIDIA RTX
4090
(Consumer)

Ada Lovelace

24 GB GDDR6BX

~1.0TB/s

Yes (via Tensor
Cores)

4th Gen

PCle Gen 4

$1,600 - 52,000

Individual
research, fine-
tuning, excellent
cost/performance
for smaller
models



Auto-encoder Models
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Autoencoding vs. Autoregressive

OhgsE4|R, SooftwareL|C}H!!

1

Transformer's encoder & decoder simultaneously

Autoregressive Models - GPT & variants

Hi, | am Sooftware !!

Autoencoding Models - BERT & variants

x(l] x(z] x(3] < End >

Encoder

2 Olgfots #=

T =

mjn




Transformer Encoder Models

B Transformer?| I3}
- Autoencoding Models =» BERT (Bidirectional Encoder Representation from Transformer) family
- Only use Transformer’ Encoder - Bi-directional LM pretrain

- Autoregressive Models = GPT (Generative Pre-trained Transformer) family

B BERT's idea

- If Transformer is good, why don’t we just use encoder only?
- Plus, train via bi-direction What is better????
How to train???

- Bi-directional Pre-Train!

- After pre-train - transfer learning (Fine-tuning)
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Core Idea in BERT

H H Exploiting Encoders’ self-attention Mechanism
e e .
\ is

- better understanding of context is
got N got - reduce context mis-understanding via Multi- my my
bit bit head attention favorite favorite
rogramming,/ rogrammin
by by better than all existing Embedding or Prog g Prog ?
TN language language
Python -~ —Python DNN(CNN, RNN, ..) ! guag
RH_e________ﬁg_o__t__ .______Fl{biﬁ__ ) __:R_Ey_ B _RPython R{si\ . Rmy //Bfavorit,ef__,-)ﬁBPr?g:inlniEgB'a”g”age
Encoder N 7;100<Vjer ;\117
Encoder 2 Encoder 2

peee Add & norm

| Feedforward

He got bit by Python

Encoder 1

24 / 8:

|
D Add & norm ‘

Feedforward ‘
Encoder 1

: ‘ Multi-head attention ‘

Farensnnsensenies T

Python is my favorite programming language




BERT Architecture
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Fine-Tuning

[cLs] my dog is cute [SEP] he likes | play ##ing [SEF]
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Input
Characteristic: Token _
Embeddings
NLU task only! Segment
Embeddings
No generative task! B s
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Figure 2: BERT input representation. The input embeddings is the sum of the token embeddings, the segmentation
embeddings and the position embeddings.
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BERT Embedding

I 1 Ty e e

i Input :\FQSIW ( my 1 dog is || cute | [SEP] he ( likes | play ” ##ing [SEP]

| Token | :

i Embeddings 1 E[CI.S] \E\-w Ecng Ess Eote E[':il:P; Ehe Eiies Epiay E--mg E[SI:F']

e + -I-\ + + + + o+ + + + -

' Begment |

' Embeddings By INEa V[ Ea J[ B || B || Ba || Bo [ Bs | s Eg Eg
\? \-I- - o+ - + 2+ * -+ *

| Position | :

i Embeddings | Enk é\L Ez E:-; Ea Es EG E? Es Eg Em

Token Embeddings: Inner product of Token index & matrix

\ Input: Huge dataset for Self-supervised leaning
« Add special token (CLS) at the starting location, insert SEP
token where sentence is separated

Segment Embeddings: Inner product of sentence index & matrix

Position Embeddings: Applying trigonometric function in token location
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WordPiece

B WordPiece 27l
- Very similar to BPE

- Difference: Choose pair

with high likelihood in merging phase

ﬂ where p and t is symbol pair, respectivel = Sh0 sT2 =&
pE@xp® " P YMPOLPAI TESPECtIVEY = R IA B = SNE 98
M Example

- Corpus: ‘aab’, ‘ab’, ‘abc’,

- Symbol pair: (‘a’, 'b") =

- Symbol pair: ('b’, ')

ledl, lbl, ICI




WordPiece Tokenizer

B BERT's special type of tokenizer, ‘WordPiece’

- WordPiece: same approach in subword tokenization

“Let us start pretraining the model.”

- Step 1. check whether the word is present in vocabulary

Step 2 tokens = [let, us, start, pre, ##train, ##ing, the, model]
- Step 2.
. If word is in vocab, '##' indicates it is subword and preceded by other words.

— Use it as a token
- else,
[1] Split into subword & check whether the subword in vocab
[2] If the subword in vocab, use the subword as a token

[3] else, repeat [1] until the subword is appears in vocab
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After Subword Tokenization

B Tokenization visualization

“Let us start pretraining the model.”

.
tokens = [let, us, start, pre, ##train, ##ing, the, model]

9

tokens = [ [CLS], let, us, start, pre, ##train, ##ing, the model, [SEP] ]

Token
____________________________________________________________ Feeding
|
nput  {[CLS] Paris s  a beautiful city [SEP| | _love Paris [SEP] i
EII?JEZZIHQS EIULSI EPans. E is Ea E"“"'“""‘-" EE"‘!’ E|5|'P] E| Elove Ei’arls E [SEP]
+ + + + + + - + + + -
Se t . Do
Emt?t;?:lfi'i]ngs s = E4 E. B | [Es E. Es | | Es B B embedding
+ + + + + + + + + + +
Position
embeddings < Eo | | B [ E.| & B [ E [ E| E  E | B |E




Token Embedding

M The 15t layer of BERT embedding

Sentence A: Paris is a beautiful city.

Sentence B: | love Paris

Input [CLS] [Paris| |is |[a [beautiful | city | [SEP] | |[love | Paris [SEP]
) ) Token Ems EParis E,R Ea Eh-Pau'.Hul Emly E[SH’] E Elwe :EPnrli EISLPJ
- Tokenization embeddings

- tokens = [Paris, is, a, beautiful, city, |, love, Paris]
— Cased: maintain characters ‘as is’ (Upper/Lower case)
— Uncased: transform all characters into lowercase)
- Adding [CLS] token €« used for classification task

- tokens = [ [CLS], Paris, is, a, beautiful, city, |, love, Paris]

- Adding [SEP] token ¢ used for NSP task

- tokens = [ [CLS], Paris, is, a, beautiful, city, [SEP], |, love, Paris, [SEP]]
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Segment Embedding

M Segment Embedding
- Distinguish between two given sentences
- Feed input tokens into segment embedding layer
tokens = [ [CLS], Paris, is, a, beautiful, city, [SEP], |, love, Paris, [SEP]]

- segment embedding layer returns only either of the two embeddings, E4 and Ep

- E4: the 15t sentence

- Ep: the 2" sentence

Input [CLS] [Paris| [is ||a | beautiful | city | [SEP]| I |/love | Paris| [SEP]
Segment E, E.| |E, EA\ Ex Ex Er| |Es| |Es| Es| |Es
embeddings \ o | \ ]
\'I \'I
1st sentence 2nd sentence
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Position Embedding

Position Embedding

BERT is essentially the transformer's encoder

Transformer does not use any recurrence mechanism

Processes all the words in parallel

Need to provide information relating to word order

Applying Transformer’s positional embedding technique!

Input [CLS] Paris s a beautiful city | [SEP] @ | love Paris |[SEP]
POSiti(.?ln E, E, E, E; E, Es Es E; Es Eq Ese
embeddings
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Final Representation of Input Embedding

Sentence A: Paris is a beautiful city.

Sentence B: | love Paris

Input [CLS] Paris is a beautiful city [SEP] | love Paris [SEP]
erIEEZ:iings Bas| [ Bews | Eis Ea | |Ewaws |Ecty| |Eser| | E, | | Eive| | Epuis | Eisen
+ - + " + + + + + . N
Eﬁ'let?::itei?r:gs s Es s E, E. | | Ex E. | | Es||Es Es E:
+ + + + + + + + + + +
E?kiﬂ?iinngs E, E, E, E, E. Es Es E, E, Es E.
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BERT pre-train: MLM

B MLM (Masked Language Model)

- dE HEe EEE =71, e EHE ERSIEE 5
- Next step EEE 0| =55t= AO0| OfL[2f, oXY stepl| EEZ 0=

- Auto-regressive & B X, Bi-directional 22 £

- St (train)dt =E(inference)2| SAI2I A S BHAST| 2|6,

X2 [JAoE MK

- 15%2| EZ0t
— 0| £ 80%ES <MASK>Z 7t2!

C 5t

- 4

10%S dY E22= Het

— LHZ| 10% & A2 ==
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BERT pre-train: MLM

I:{I{:l 5] HParis l:[is Ha 3 - E_F_{_[@,_ﬁ.ggiRISEPI R, H'lﬁve Reparis HISEP]
™, A . s ‘ . /‘ T /I\ ™ /‘
Encoder 12
Encoder 3 BERT
Encoder 2
Encoder 1
.-l\ . N, l\ .-|‘-\.
[CLS] Paris is a beautiful [MASK] [SEP] | love Paris [SEP]
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Feed forward network
(Linear layer)

Softmax

beautiful 0.0
paris 0.0
love 0.1
and 0.0




BERT pre-train: NSP

B NSP (Next Sentence Prediction)
- Question Answering & Textual Entailment

- Need to understanding the relation between sentences

<NotNext>

- Learn two docs separated by SEP token or
<IsNext> <SEP> <SEP>

- [CLS] &1 [SEP] %2 [SEP] = Label: 1

- [CLS] &1 [SEP] 2%k [SEP] =» Label: 0

A A

- Predict label using [CLS] token

- Proven to little performance enhancement

* Removed in RoBERTa technology I . I . I I . I I I . I I

<CLS> <SEP> <SEP>
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Auto-regressive Models

37/ 82




Family Map of Transformer

B Transformer

- Encoder (BERT &) Decoder (GPT &) Encoder-Decoder (T5, BART &)

- Multimodal Models (CLIP GPT-V &) Diffusion / Vision Transformers (Stable Diffusion &)

CLIP

Vanilla

Transformer

~‘ CTRL

|

ELECTRA

Megatron

Turing-NLG

i

. : Swin
I Seadl] H v }N Transformer XML-RoBERTa BlenderBot3
_______ Trajectory
Transformer ’ ALBERT | ‘ RoBERTa
ERNIE
________ Decision | |
e ; Transformer DistiBERT
ineva |
; BERT g
: DQ-BART mBART =
‘ Gato ‘ IAIphafold‘
| CM3 H HTML H BART I GPT-Neo
o] =
[ ‘ GPT DialogGPT

DALL-E

| Sparrow Flamingo ‘

* GLaM TransformerXL GPT-3 | GPT-NeoX-20B
Big Bird
oo sst
Chinchilla
e [ e
LIDE
e Diffusion 4,—y
|
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GPT Family

B Question on BERT

- Incredible performarice of Bi-directional Transformer Encoder

- However, limjtation of applying auto-regressive tasks

Bi-difectional Attention is not applicable to generative models

Output
Probabilities

(- N\
Add & Norm

Feed
Forward
B GPT (Generative Pre-trained Transformer) ) ) W
Multi-Head
/ . . eed i
- Only use Transformer's Decoder - build generative models Forward }A“e}”“"” i
 S—
. . . . N
Only attention to previous information (token) x| ~(Add& Nom ) ——
Multi-Head Multi-Head
. Attention Attention
Only learn previous text L L
Co— J |\ )
2017 2038 2018 2019 2019 2020 2021 2022 2022 2023 2023 2024 2024 2024 2025 Positional PESitiGH2
JUN JUN OCT FEB OCT MAY SEP MAR : A ositiona
i o » ) o o o s NOV_ FEB MAi _ MAR APE _ -DEC -JAN . Enoodlng v Encoding
(]/— -ﬂ} _? .(f- Input Outpuf[
TS FLAN LLaMA LLaMA-3.1 Embedding Embedding
405B T
BERT GPT-3.5 OpenAl-ol
GPT-2 InstrutGPT Grid cprao  Deepseek-v3 Inputs Outputs
’ (shifted right)
Transformers GPT-3 ChatGPT

DeepSeek-R1
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GPT1 - Overview

B Main Characteristics

- Paper link: https://www.cs.ubc.ca/~amuhamO1/LING530/papers/radford2018improving.pdf

[Radford et al., 2018]
- Motivation: Same as BERT
+ Model training with huge corpus
- Downstream task: additional training for each domain dataset

- Learn BigData using Decoder - Downstream Task

. D = {z;}V S e
B Difference from BERT where z; = {wi1, -, win}.
- Instead of MLM, learn probability distribution "
+ Maximize Likelihood L(6pLm) = Z log P(w;|wi,<t; OpLm)

Z: :

éPLM = argmin E(GPLM)
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GPT1 - Training

B Auto-regressive

- Output: depending on the number of vocabulary

n: number of layers

ho = UW, + W,
h; = transformer_block(h;_1)Vi € [1,n]

P(u) = softmax(hnt)

U= (uj_g,...,uj_, ): context vector of tokens
W,: token embedding matrix

W,: position embedding matrix

- Output dimension: h, WS C ROSS - ENTROPY

- Loss: Cross Entropy g e L

> g™ l.
K 0.7 , 0

L(g,y) = - ) _y™ logg® J
k 0.2 D( /L‘) - - z_l Qoté( ) 0.0
v

o.| 0.0

O|O|X| &X: https://medium.com/data-
science-bootcamp/understand-cross-
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GPT-1 Fine-tuning

Text Task e :
Prediction | Classifier Classification Start Text Extract }» Transformer =~ Linear
A -
Entailment Start Premise Delim | Hypothesis | Extract | Transformer | Linear
Layer Norm /|
Feed Forward Start Text 1 Delim Text 2 Extract | Transformer
T Similarity - Linear
12x — -
Start Text 2 Delim Text 1 Extract |+ Transformer
Layer Norm -
$ _ Start Context Delim Answer 1 | Extract | Transformer = Linear
Masked Multi a
Self Attention —
: Multiple Choice | Start Context Delim Answer 2 | Extract |~ Transformer (> Linear
Text & Position Embed Start Context Delim | Answer N | Extract |+ Transformer (= Linear
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GPT-2

B Same to Transformer decoder, Nothing special!

- Paper link: https://cdn.openai.com/better-language-

models/language _models are unsupervised multitask learners.pdf [Radford et al., 2018]

B GPT2 Characteristics

- Just increase the size of model

# Parameters 19 178483H(117M) 15 (1.5B)
# Layer 12 48
Batch Size 64 512
Etc. Change the location of

Layer Normalization
(Maybe after experiments)

- Removing Fine-tuning in GPT-1
- In the actual fields, fine-tuning is added because of low performance of Zero-shot
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GPT2 - removing fine-tuning

B How to remove fine-tuning in GPT2

- Special Tokens &%t o5

I am |a | student | <question> | Is | student? | <answer>

Auto-regressive: Just use given data as label
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GPT2 - Model Size & Performance

GPT2 model types

Parameters Layers d,odel

- Small 117M 12 768
345M 24 1024
~ Medium 762M 36 1280
1542M 48 1600

- Large (GPT2) Table 2. Architecture hyperparameters for the 4 model sizes.
+ LAMBADA: 7l 285 20t =5t Myt ot=Xl HAE
. . . .9 HIX| HO|LF HAFE onbL}t MSHS e AE
CBT(Children’s Book Test): i XHOl| HEl JHHFO|L} HALS SOt 8=5] 0| Sot=X| HAE BPB = Bits Per Byte
« WikiText2: S8 710 CHet 28& LOfLt & ot=X| HAE BPC = Bits Per Character

DHo| HRXMoz 3t 2AIE EHSlE 0
: WYt HEY He4=E E2 oy
B Zero-shot Performance

Language Models are Unsupervised Multitask Learners /

LAMBADA LAMBADA CBT-CN CBT-NE WikiText2 PTB enwik8 ﬁxtS / WikiText103 1BW

(PPL) (ACC) (ACO) (ACC) (PPL) (PPL) (BPB)  (BPC) (PPL) (PPL)
SOTA 99.8 59.23 85.7 82.3 39.14 46.54  0.99 1.08 18.3 21.8
117M 3513 45.99 87.65 83.4 2941 65.85 1.16 1.17 37.50 75.20
345M 15.60 55.48 92.35 87.1 22.76 47.33 1.01 1.06 26.37 55.72
762M 10.87 60.12 93.45 88.0 19.93 4031 097 1.02 22.05 44.575
1542M 8.63 63.24 93.30 89.05 18.34 3576 093 0.98 17.48 42.16
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B OpenAl did not open GPT2 model: Malicious usage of GPT2

- At the time of GPT2 opening,
- Q&A, Reading, Summary, Translation = Top performance!

- Zero-shot is possible without additional training

M GPT2 model is open to public

- Huggingface: https://huggingface.co/models?sort=trending&search=gpt2
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GPT3, what's different?

- Almost same as existing GPT based on Transformer

- Attention - Sparse Attention

- Increase the number of tokens

- Increase the number of parameters: 159 (1.5B) = 1,750 (175 B)

Characteristics

- More focus on zero-shot learning

- Advanced Few-shot setting

- Few-show: give some example - predict answer

- Show the possibility of ChatGPT

- GPT3 is NOT open to public
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GPT3 Dataset

M Applying BBPE
- Processing all languages

- White space is added between different alphabet (e.g.: Korean, English)

B Use ‘Common Crawl’ dataset

- https://commoncrawl.org/

- After preprocessing, reduce the dataset size: 45TB - 570GB

M Disadvantage of crawling dataset: More learning with better quality of sentences

| Quantity Weight in Epochs elapsed when

Dataset (tokens)  training mix training for 300B tokens
Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 2.9
Books1 12 billion 8% 1.9
Books2 55 billion 8% 0.43
Wikipedia 3 billion 3% 3.4
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GPT3 w/o fine-tuning?

M In Context Learning

- Learning without Back-propagation

« O|HOf FO{Tl Zt £Ho| Y| representation0f= O] §EE B 2 A
(BPO|| 2|5t Params SiHIO|E= QG 2= Hidden State 2IH|0|E= O|F0{ &) 7
L ]
« O|E &t&5o| Y2toZ M| --> Ot 2 datasetO| QUCHH BP ©I0| 7ts& A T

—/ > > > o  — P —P

T T T T T T 7T T " i
Mapping gettf >  Ho \n =5 > SAT \n M2 > S&EE \n Ol >
\ A )\ )
1 1 1
Task description Few-shot examples Query
\ J
|

Prompt or Context

A= EN: IAE HEHA A7 BERT, GPTE 28% XAHAHOIX 2| 22| A=z L3 49 / 82




GPT3 In-context Learning

M In-context Learning?

P(output | input, prompt)

M If model learn language? (GPT3 back-born is well trained)
- Can complete sentence using given context
* Only use prompt and given input

- Theory of “next word prediction is possible”

If train dataset is big & model size is large,

= No Downstream-task =» No Fine-tuning
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GPT3: Few-show, One-shot, Zero-shot

Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Zero-shot One-shot Few-shot
Translate English to French: task description
sea otter => loutre de mer examples _p— 175B Params
Natural Language g
peppermint => menthe poivrée 60 Prompt My GPT3

plush girafe => girafe peluche

cheese => prompt 9
=
(&}
o
One-shot 3
Q
In addition to the task description, the model sees a single = ’
example of the task. No gradient updates are performed. G PT2
Translate English teo French: task description
1.3B Params
sea otter == loutre de mer example GPT1
cheese == prompt Number of Examples in Context (K)
Zero-shot

The model predicts the answer given only a natural language

As model size larger,
description of the task. No gradient updates are performed.

the effect of in-context learning is increased

Translate English to French: task description Also, zero-shot performance IS increased

cheese => prompt
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Disadvantage: In-context Learning

B Prompt configuration
- In-context Learning = No Fine-tuning needed!

- But, user must make ‘Prompt’ by himself/herself > depending on Few-shots = different output

Translate English to Korean: Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

— |want to eat. ==) L= Bf L IC}

Translate English to French: task description
Translate English from Korean sentence: sea otter = doutre de mer
peppermint => menthe poivrée
plush girafe == girafe peluche
— |want to eat. ==> L= B{ 1LY |
cheese == prompt

Same results are expected,

but different results can be occurred.
| » Majority Label Bias: Bias to focus on Major classes

» Recency Bias: Bias to select recent results

« Common Token Bias: Bias to select most frequent classes
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Prompt Engineering

M If you want ‘Few-show Learning’

= Be aware of disadvantage of In-context Learning
- Weak point in Prompt (Task Description) change
- Need to human intervention to find “"GOOD Prompt”
- In other words, In-context learning is still low performance compared to Fine-tuning
- Research type of finding “"GOOD prompt” without human intervention
- So called, “Prompt Engineering”

- GPT3 Prompt Engineering
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GPT3 Limitation

Not exactly understand real world

B Not excellent in all areas
- Hi performance in General knowledge
B Since not Bi-directional, NLU performance is little bit low
M Hallucination
B Environment problem
B Only remember previous information
M Still very low performance compared to human
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ChatGPT
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ChatGPT

B GPT3.5 == InstructGPT == ChatGPT
- 20223 11&: ChatGPT (GPT3.5) launched € InstructGPT: ChatGPT' predecessor
- Change the learning approach of GPT3
> ChatGPT (GPT3' Fine-tuned version: learn chatting)

- Blog: https://openai.com/blog/chatgpt

B Explosive attention from public = Is it real? Is it possible? really?

Time it took to reach 100 million users worldwide:
» Telephone: 75 years
« Mobile phone: 16 years
«  World Wide Web: 7 years
* iTunes: 6.5 years 5 .
. ata source:
J TW|tter: 5 years https://www.facebook.com/groups/ChatbotDevKR/permalink/16

. FacebOOk' 4 5 years 46183582466431/?sfnsn=mod&uref=share&mibextid=LROouL
*  WhatsApp: 3.5 years

* Instagram: 2.5 years

« Apple App Store: 2 years

« ChatGPT: 2 months
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InstructGPT

B Problem of Large LM

- Untruthful, Toxic = harmful information to users

B InstructGPT

Known as the predecessor of ChatGPT

Via fine-tuning, aligning model to human intentions

Paper link: https://cdn.openai.com/papers/Training_language_models_to_follow_instructions_with_human_feedback.pdf

Reinforce Learning from Human Feedback (RLHF)
- Reinforce learning based on human feedback

Dataset

- Prompt data submitted to OpenAl API

- Mainly, collect prompt data in OpenAl playground (https://platform.openai.com/playground)
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InstructGPT

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

Labeler 408 18

This data is used
to fine-tune GPT-3
with supervised
learning.

GPT3 #i& HE¥3

Fine-tuning

Explain the moon
landing to a é year old

L)

2

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

8ILtO| prompt CH et
o2 7§ g =

A labeler ranks

the outputs from

best to worst.
Labeler= £2 &
=% & 23

This data is used

to train our

reward model.

=13
=l

o>

By zd

ot

10 oy
o>

=1
=
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Explain the moon
landing to a é year old

A o

Explain gravity. Explain war

© o

Moon is natural Puoaple went to
satallita of the meen..

HAHReward) Z|CH3} | E2 PPO

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates

an output.

PPO: Proximal Policy

Optimization

(Betets uelE & ot

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs

AHEAL7E =Tt Prompt

Once upon a time
My e

H2HReward)

(=13




InstructGPT vs. ChatGPT

Step 1, Step 2= &<

Step 1

Collect demonstration data,
and train a supervised policy.

A prompt is

Sampled from our Explain the moon
prompt dataset.

A labeler

demonstrates the

desired output

behavior. Some pﬁple went
to the moon..
|
\J
This data is used SFT
to fine-tune GPT-3 2os®
. . .//?.K\.
with supervised \?Sé{/
learning. 2

landing to a 6 year old

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model -

Explain the moon
outputs are landing to a 6 year old
sampled.

o o

Explain gravity. Explain war

A labeler ranks

the outputs from @
best to worst.

This data is used ol

to train our /.)?f{\
reward model. K7

InstructGPT

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

ChatGPT

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt » A new prompt is e
is sampled from Wiitea story sampled from Write a story
the dataset. e the dataset. about otters.
Th li .

© policy A The PPO model is .PPO.
generates L, initialized from the N
an output. pe 5 supervised policy. %

Once upon a time.

The reward model

calculates a ./o):{\.
reward for W
the output.

Thereward is

used to update T
the policy
using PPO.
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Once upon atime...

The reward model o
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The reward is used
to update the r
policy using PPO.
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GPT4

B GPT4 37
- 2023. 3. 15. open (OpenAl’'s speed of upgrading models...)
- Provide Technical Report
- Only provide concept & performance evaluations

- No detailed model explanation

- Technical report: https://arxiv.org/abs/2303.08774

B Characteristics
- Multi-modal
- Input: text + image

+ output: text
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B Achieve human capability in various benchmarks

- GPT-3.5 (ChatGPT): low 10% of various test

- GPT-4: top 10% of various test (ex: lawyer test etc.)

B Characteristics

Not open to public > OpenAl ?? ClosedAl??
+ Transformer pre-trained model + RLHF tuningin

+ Model size: about 100 Trillion... (Not sure yet)

Complete to combine MS Bing + GPT4

Longer input sequence

Reduce Hallucination

Better performance in various languages
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Exam

GPT-4

GPT-4 (no vision)

GPT-3.5

Uniform Bar Exam (MBE+MEE+MPT)
LSAT
SAT Evidence-Based Reading & Writing
SAT Math
Graduate Record Examination (GRE) Quantitative
Graduate Record Examination (GRE) Verbal
Graduate Record Examination (GRE) Writing
USABO Semifinal Exam 2020
USNCO Local Section Exam 2022
Medical Knowledge Self-Assessment Program
Codeforces Rating
AP Art History
AP Biology
AP Calculus BC
AP Chemistry
AP English Language and Composition
AP English Literature and Composition
AP Environmental Science
AP Macroeconomics
AP Microeconomics
AP Physics 2
AP Psychology
AP Statistics
AP US Government
AP US History
AP World History
AMC 10°
AMC 12}

Introductory Sommelier (theory knowledge)
Certified Sommelier (theory knowledge)
Advanced Sommelier (theory knowledge)
Leetcode (easy)

Leetcode (medium)

Leetcode (hard)

208 / 400 (~90th)
163 (~88&th)
710/ 800 (~93rd)
700/ 800 (~89th)
163/ 170 (~80th)
169 / 170 (~99th)
4/ 6 (~54th)
87/ 150 (99th - 100th)
36/60
75 %

392 (below 5th)
5 (86th - 100th)
5 (85th - 100th)
4 (43rd - 59th)
4(71st - 88th)
2 (14th - 44th)
2 (8th - 22nd)
5(91st - 100th)
5 (84th - 100th)
5 (82nd - 100th)
4 (66th - 84th)
5 (83rd - 100th)
5 (85th - 100th)
5 (88th - 100th)
5 (89th - 100th)
4 (65th - 87th)
30/ 150 (6th - 12th)
60/ 150 (45th - 66th)
92 %

86 %

77 %
31741
21780
3/45

208 / 400 (~90th)
161 (~83rd)
710/ 800 (~93rd)
690/ 800 (~89th)
157 /170 (~62nd)
165/ 170 (~96th)
416 (~54th)
87/ 150 (99th - 100th)
38760
75 %

392 (below 5th)
5 (B6th - 100th)
5 (85th - 100th)
4 (43rd - 59th)
4 (71st - 88th)
2 (14th - 44th)
2 (8th - 22nd)

5 (91st - 100th)
5 (Bdth - 100th)
4 (60th - 82nd)
4 (66th - 8dth)
5 (83rd - 100th)
5 (85th - 100th)
5 (88th - 100th)
4 (74th - 89th)
4 (65th - 87th)
36 /150 (10th - 19th)
48 / 150/ (19th - 40th)
92 G
86 G
77 %%
31/4
21780
3745

213/ 400 (~10th)
149 (~40th)
670/ 800 (~87th)
590 / 800 (~70th)
147 7 170 (~25th)
154 /170 (~63rd)
476 (~54th)
43 /150 (31st - 33rd)
24/ 60
53 %

260 (below 5th)
5 (86th - 100th)
4 (62nd - 85th)
1 (0th - Tth)

2 (22nd - 46th)
2 (14th - 44th)
2 (8th - 22nd)
5 (91st - 100th)
2 (33rd - 48th)
4 (60th - 82nd)
3 (30th - 66th)
5(83rd - 100th)
3 (40th - 63rd)
4 (77th - 88th)
4 (74th - 89th)
4 (65th - 87th)
36 /150 (10th - 19th)
30/ 150 (4th - 8th)
80 %

58 G0
46 G
12/ 41
8/80
0/45

Table 1. GPT performance on academic and professional exams. In each case. we simulate the
conditions and scoring of the real exam. We report GPT-4's final score graded according to exam-
specific rubrics, as well as the percentile of test-takers achieving GPT-4's score.

GPT4 GPT-3.5 LM SOTA SOTA
Evaluated Evaluated Best external LM Hest extermal modzl (incl
fiesw-shot few-shot eviluaied few-shot benchmark-specific tuning)
MMLU [49] 86.4% 70.0% 70.7% 75.2%
Multiple-choice questions in 57 5-shot 5-shot 5-shot 5-shot Flan-Pal.M [51]
subjects (professional & academic) U-Fal.M [50]
HellaSwag [52] 95.3% 85.5% 84.2% 85.6
Commonsense reasoning around 10-shot 10-shot LLaMA (validation ALUM [53]
everyday events set) [28]
Al2 Reasoning 96.3 % 85.2% 85.2% 86.5%
Challenge (ARC) [54]
Grade-school multiple choice 25-shot 25-shot B-shot Pal M [35] ST-MOE [18]
science questions. Challenge-set
WinoGrande [56] 87.5% 81.6% 85.1% 85.1%
Commonsense reasoning around 5-shot 5-shot 5-shot Pal.M [3] S-shot Pal.M [3]
pronoun resolution
HumanEwval [43] 67.0% 48.1% 26.2% 65.8%
Python coding tasks 0-shot O-shot O-shot Pal.M [3] CodeT + GPT-3.5 [57]
DROP [58] (F1 score) 80.9 64.1 70.8 88.4
Reading comprehension & 3-shot 3-shot 1-shot Pal.M [3] QDGAT [59]
arithmetic.
GSM-8K [60] 92.0%* 57.1% 58.8% 87.3%
Grade -school mathematics 3-shot 5-shot B-shot Minerva [61] Chinchilla +
questions chain-of-thought SFT+ORM-EL, ORM

reranking [62]

Table 2. Performance of GPT-4 on academic benchmarks. We compare GPT-4 alongside the best
SOTA (with benchmark-specific training) and the best SOTA for an LM evaluated few-shot. GPT-4
outperforms existing LMs on all benchmarks, and beats SOTA with benchmark-specific training on all
datasets except DROP. For each task we report GPT-4's performance along with the few-shot method
used to evaluate. For GSM-8K, we included part of the training set in the GPT-4 pre-training mix
(see Appendix E), and we use chain-of-thought prompting [11] when evaluating. For multiple-choice
questions, we present all answers (ABCD) to the model and ask it to choose the letter of the answer,
similarly to how a human would solve such a problem.
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GPT4 - Visual Input

Example of GPT-4 visual input:

User

GPT-4

What is funny about this image? Describe it panel by panel.

§ g g N “_‘ ““‘ f g‘
e A ¢

Source: https://www.reddit.com/r/hmmm/comments/ubab5v/hmmm/

The image shows a package for a "Lightning Cable" adapter with three panels.

Panel 1: A smartphone with a VGA connector (a large, blue, 15-pin con-
nector typically used for computer monitors) plugged into its charging port.

Panel 2: The package for the "Lightning Cable" adapter with a picture of
a VGA connector on it.

Panel 3: A close-up of the VGA connector with a small Lightning con-
nector (used for charging iPhones and other Apple devices) at the end.

The humor in this image comes from the absurdity of plugging a large.
outdated VGA connector into a small, modern smartphone charging port.

Table 3. Example prompt demonstrating GPT-4’s visual input capability. The prompt consists of a
question about an image with multiple panels which GPT-4 is able to answer.

GPT-4 visual input example, Extreme Ironing:

User What is unusual about this image?

Source: https://www.barnorama.com/wp-content/uploads/2016/12/03-Confusing-Pictures. jpg

GPT-4 The unusual thing about this image is that a man is ironing clothes on an ironing
board attached to the roof of a moving taxi.

Table 16. Example prompt demonstrating GPT-4’s visual input capability. The prompt requires image
understanding.
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GPT4 - Visual Input

GPT-4 visual input example, Pixel to Paper Summaries:

User

Training language models w follow instruetions
with human Feedback

L R T e TR —

Pk Vbl Clang Thay A

Below is part of the InstuctGPT paper. Could you read and summarize it to me?

@l ¥

GPT4

The InstructGPT paper focuses on training large language mod
with human feedback. The authors note that making languag
inherently make them better at following a user’s intent. Large mq
that are untruthful, toxic, or simply unhelpful.

To address this issue, the authors fine-tune language mode
tasks using human feedback. They start with a set of labeler-writtg
then collect a dataset of labeler demonstrations of the desireq
fine-tune GPT-3 using supervised learning and then use reinforcer
feedback to further fine-tune the model. The resulting model, ¢
improvements in truthfulness and reductions in toxic output
minimal performance regressions on public NLP datasets.

The authors conclude that fine-tuning with human feedbac
tion for aligning language models with human intent.

User

GPT-4

Could you explain the process described in Figure 27

Figure 2 in the InstructGPT paper illustrates the three steps of their method:

1. Supervised fine-tuning (SFT): They collect demonstration data, which consists
of labeler-written prompts and desired output behavior. This data is used to fine-tune GPT-3
with supervised learning.

2. Reward model (RM) training: They collect comparison data, where a labeler
ranks the outputs from several model samples (from best to worst). This data is used to train
the reward model.

3. Reinforcement learning using Proximal Policy Optimization (PPO): They opti-
mize a policy against the reward model using reinforcement learning. For each new prompt
sampled from the dataset, the policy generates an output. The reward model calculates a
reward for the output, and the reward is used to update the policy using the PPO algorithm.

These three steps are iteratively performed to train the InstructGPT model. which
aims to generate outputs that align better with human preferences and follow instructions
more effectively.
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GPT4 - Visual Input

GPT-4 visual input example, Ecole Polytechnique Exam Question:

User Answer question I.1.a. Think step-by-step.

I. Principe de la détection de rayonnement avec un bolométre

Comme illustré sur la figure 1 un bolomeétre est constitué d'un absorbeur qui regoit le rayon-
nement que 'on désire détecter. Sa température T, supposée uniform
thermomeétre incorporé, constitué d'un matériau conducteur dont la ry

est mesurée & 'aide d'un
sistance R(T') varie avec la
dR

; 1
température T'; cette variation est caractérisée par le coefficient a = Rar L’ensemble posséde

la capacité thermique Cyp.
Un barreau, conducteur thermique, homogeéne, de longueur L, de section S et de conducti-
vité thermique A et sans échanges thermiques latéraux, relie le bolométre & un thermostat de

température T}, fixe.

rayonnement incident  puissance £,

GPT-4 To answer question I.1.a, we need to express the temperature 7'(:) in every point
.,bm,bw, of the conductive bar, which is characterized by the abscissa x. We are given that
courant de T0)=T0and T(L) =Tb.

polarisation
S R 7 R(T) T . . . . . .
! th For a stationary regime, the heat equation for the one-dimensional heat
v B v conduction in the bar is:
: 2P /12 _
conducteur d ,[/l/.l =10

thermoital T Integrating once, we get:
Figure 1 - Schéma d’un bolométre 4]’1‘/(]," = (Vl

1.1. Dans cette premiére partie, on étudie le comportement du bolométre en régime station- I . o a second ti .
naire, 4 la température de fonctionnement T = Ty n[e ra [ 1ng a secon time:
v v
T(z) = Cyz + Cs
I.1.a) Exprimer la température T'(x) en tout point du barrean conducteur repéré par son
abscisse z; on prendra 7°(0) = Ty et T(L) = Ty,

To determine the constants C'; and C'5, we use the boundary conditions:
T(0) = 170, which gives Cy =70
T(L) = Tb, which gives Cy = (Th —T0)/L

Finally, the expres\'ion for T'(x) is:

T(x)=(Tb—T0)x (x/L) +1()

This represents a Imeal temperature profile along the conductive bar, with a slope
of (T —T0)/L.
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GPT4 - Multi-language

GPT-4 3-shot accuracy on MMLU across languages MMLU (Massive Multitask Language Understanding)
rul — SIES o X -
Random guessing — 25.0% (?I—L'és_;yllllﬁolg;éxl-ﬁ %!:o.J X|§l§ ?Io-' O|’t H|1|X|EI|-3_0||:|-
Chinchilla-English — 67 0% = =L (SIEM, thi hurr;anltlaes:jtklle sogal
PaLM-Engish 6055 sciences S)0 CHsH CHX[MCH EMHE F= H2AE
GPT-4 English — 85.5%
Italian — 84.1%
Afrikaans — 84.1%
Spanish — 84 0%
German — 83.7%
French — B3.6%
Indonesian — 83.1%
Russian — 82.7%
Polish — 82.1%
Ukranian — 81.9%
Greek — 81.4%
Latvian — 80.9%
Mandarin — 80.1%
Arabic — 80.0%
Turkish = 80.0%
Japanese — 79.9%
Swabhili = 78.5%
Welsh — 771.5%
Korean — 77.0%
Icelandic — 76.5%
Bengali = 73.2%
Urdu = 72.6%
Nepali — 72 2% Random
Thai — 71.8%  Chinchilla
Punjabi 714% PaLM
Marathi — 66.7% apt-35 [l
Telugu - 62.0% oprd
I I 1 1 1 I 1 1 1 I
0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
Accuracy —
Figure 5. Performance of GPT-4 in a variety of languages compared to prior models in English on
MMLU. GPT-4 outperforms the English-language performance of existing language models [2, 3] for
the vast majority of languages tested, including low-resource languages such as Latvian, Welsh, and
Swahili.
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GPT4 - Limitations

B No knowledge after Sept. 2019.

M Simply accept wrong information & white lying

B Cannot solve human’s problems with high complexity
- Security issues in GPT4 generated source codes

B Repeat mistakes
- Wrong doctor’s prescription
- Dangerous emergency treatment

- Same homework report generation

M Various output bias still exist > during RLHF, lose original information??
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ChatGPT vs. GPT4

B Common
- Transformer Decoder

- RLHF learning

B Difference

Overall performance enhancement

Longer input sequence (# tokens: 4K - 32K)

Image input is possible

Reducing hallucination
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GPT-52| 7|=X t3} (Technical Shift)

B 7|Z Transformer + RLHFO| A ZHEHEl YA

- Z3tEl RLHF (multi-stage human alignment)

- Human + Al feedback 2%} a&

- REO| Xp7| XpdlE H7totn =7d3t= Self-Correction X
m TERY AT

- BIAE 4+ O|0|X| » HIAE + O|0|X| + QL|Q + H|C|Q
B &A|ZtE(Real-Time) AIZR2| 0| S

- GPT-5&= API 7|¢gt0| otL|z}

- "X|5d 00| M E(autonomous Al agent)” 222 Tz}
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GPT A2l 2%

B Humanity
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Encoder-Decoder Models
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BART: Bi-directional & Auto-Regressive

Transformer
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BART: Transformer’s encoder & decoder simultaneously

B BART Bi-directional & Auto-regressive Transformers

- Paper link: https://arxiv.org/abs/1910.13461 [Lewis et al., 2019]

- Github: https://github.com/facebookresearch/fairseq/blob/main/examples/bart/README.md

: ITS T : ABCDE
b F4f44
-5 Bidirectional Bidirectional Autoregressive
I."' T: T al :T By ooy & iELMO-"M‘ - Encoder - < Encoder > Decoder >
B -0 ;,sJ FYffg N trrtt
PR A B _E A_B_E <s>ABCD

Google



https://arxiv.org/abs/1910.13461
https://github.com/facebookresearch/fairseq/blob/main/examples/bart/README.md

BART - Pretraining

B Main characteristics: Using Transformers Encoder & Decoder > Pre-training
- Input: encoder, output: decoder

- Reconstruct original text

- Applying autoregressive * * f + *
Bidirectional |:> Autoregressive
B BART (Autoregressive) feature < Encoder Decoder
- Don't care the length of input & output fA‘ t é f E <S+>£ é * f

- Can add various noise into encoder
- Increase learning difficulty = maybe increase the accuracy of final prediction
+ Therefore, NLU performance is increased

- Also, NLG is possible since BART has decoder (auto-regressive)
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BART - Pretraining (Denoising)

B How can make a model study harder?

- Adding noise into input = BART can denoise the noise - Reconstruct original text (denoising)

1. E2 0tAZ (Token Masking) 4. 2% 47| (Sentence Shuffling)
original corrupted original corrupted
Chelsea i favorite | Chelsea is my favorite | completed my | played the game until
e sea s my tavorite y assignment by evening. 10 PM.Then | started
football club [MASK] club -
—— — Then | started playing a playing a game.l
game. | played the game completed my
: until 10 PM. Then | went ; .
2. EZ AKX (Token Deletion) to sleep. assignment by evening
— Then | went to sleep.
original corrupted
Chelsea is my favorite  Chelsea is my favorite 5. =A] 2|7 (Document Rotations)
football club club -
original corrupted
3. EZ MR |completedmy Playing a game. |
(Token Infilling, ¥¥°dZ 0| masking) assignment by evening.  played the game until
Then | started playinga 10 PM. Then | went to
original corrupted game. | played the game
| until 10 PM. Then | went :'Se;g-n 'ﬁé’.ﬁ?ﬁfﬁgnﬂ’é
| loved the book so much| | loved [MASK] to sleep h d
i . Then | starte
and | have read it so and | have read it so
many times many times
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BART - Fine-tuning

B BART NLU: (example) Text Classification

label : : :
« The same input is fed into
Pre-trained ’:> Pre-trained the encoder and decoder,
<Encoder Decoder o
I N N f 3 » The representation from
ABGDE =exA B G DE the final output is used.

B BART NLG: (example) Machine Translation
ABCDE

A4 4an « Learn a small additional
Pre-trained E> Pre-trained ) encoder that replaces the
< Encoder Decoder . _
AR IEERE word embeddings in BART.
Randomly <s>ABCD - The new encoder can use a
Initialized Encodler disjoint vocabulary

EERE
a By o ¢
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BART - Performance

B BART Performance

Question Question Textual Text Text Question Text Textual Text Linguistic
Answering Answering Entailment Classification Comparison Answering Comparison Entailment Classification Acceptability
SQuAD 1.1 SQuAD 2.0 MNLI SST QQP OQNLI STS-B RTE MRPC CoLA
EM/F1 EM/F1 m/mm Acc  Acc Acc Acc Acc Acc Mcc
BERT 84.1/90.9 79.0/81.8 86.6/- 932 913 92.3 90.0 70.4 88.0 60.6
UnilLM -/- 80.5/83.4 87.0/85.9 94.5 - 92.7 - 70.9 - 61.1
XLNet 89.0/94.5 86.1/88.8 89.8/- 95.6 918 93.9 91.8 83.8 89.2 63.6
RoBERTa 88.9/94.6 86.5/89.4 90.2/90.2 964 922 94.7 92.4 86.6 90.9 68.0
BART 88.8/94.6 86.1/89.2 89.9/90.1 96.6 92.5 94.9 91.2 87.0 90.4 62.8
Generation Task (CH=2} SE Generation Task (22f & —
ConvAl2 R1 R2 RL
ValidF1 _ Valid PPL Best Extractive 235 3.1 175
Seq2Seq + Attention 16.02 35.07 Language Model 278 47 231
Best System 19.09 17.51 Seq2Seq 283 51 228
BART 20.72 11.85 Seq2Seq Multitask  28.9 54  23.1
BART 306 6.2 243
Table 4: BART outperforms previous work on conver-
sational response generation. Perplexities are renor- Table 5: BART achieves state-of-the-art results on
malized based on official tokenizer for ConvAlI2. the challenging ELI5 abstractive question answering
79 / 82 dataset. Comparison models are from Fan et al. (2019).



Encoder - Decoder Models
T5
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T5 - &3 0| A|

[ "translate English to German: That is good."

"Das ist gut."] NLG

course is jumping well."

[ "cola sentence: The

“not acceptable"] NLU
"stsb sentencel: The rhino grazed

on the grass. sentence2: A rhino
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi..”

"six people hospitalized after
a storm in attala county." NLU

Figure 1: A diagram of our text-to-text framework. Every task we consider—including
translation, question answering, and classification—is cast as feeding our model
text as input and training it to generate some target text. This allows us to use the
same model, loss function, hyperparameters, etc. across our diverse set of tasks. It
also provides a standard testbed for the methods included in our empirical survey.
“T5” refers to our model, which we dub the “Text-to-Text Transfer Transformer”.
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T5 - even NLU possible?

B T5: Without fine-tuning > able to apply NLU

Pizza Hat is delicious! It is _good

i

PLM (BERT) Without additional Layer,
Tine-tuning is converted to NLG

ﬁ Cons

) . o , Depending sentences,
Pizza Hat is delicious! It is

Training to learn right answer!

Pros

it is important to make prompt

(Issue: how to make good prompt?)
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