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■ 다양한 산업 문제를 어떻게 해결하는지 개요

■ 금융 도메인 사례(사기 탐지, 신용평가)

■ 의료 도메인 사례(질병 예측, 의료 영상)

■ 산업 도메인 사례(예지보전, 비전 기반 품질검사)

■ 미니 캡스톤 (팀 프로젝트)

Lecture Goals
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개 요
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■ 데이터 사이언스의 확장

- 더 이상 특정 기술 기업만의 전문 분야에 국한되지 않음

- 금융, 의료, 제조, 유통, 공공 서비스 등 다양한 산업에서 핵심 경쟁력을 만들어내는 필수 역량

■ 데이터 사이언스의 기여

- 데이터 기반 분석과 예측 모델은 기업의 운영 비용을 절감

- 새로운 매출 창출 기회를 발굴

- 의료·안전 분야에서는 사람의 생명을 보호하는 데까지 발전

■ 데이터 사이언스를 제대로 바라보는 관점

- 현업의 실제 문제를 어떻게 해결하고, 어떤 가치를 창출하는지를 파악하는 것이 중요

- 현장에서의 문제 정의, 데이터 수집, 모델링, 평가, 그리고 비즈니스 적용까지의

전 과정 전체 흐름의 이해하는 것

Introduction
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■ 문제 정의 → 데이터 수집 → 모델링·분석 → 평가 → 비즈니스 적용

■ 현실 세계의 문제 해결 과정에서 데이터가 어떻게 활용되는지 파악

데이터 사이언스의 흐름
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Finance Case Studies
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Finance Case Studies (1/2)

Credit Card 
Fraud Detection

Credit Card 
Fraud Detection



8 / 65

■ 신용카드 사기 탐지

- 신용카드 사기 거래는 매년 증가

- 금융기관은 실시간 탐지를 통해 고객 피해와 금융 손실을 최소화해야 할 책임이 있음.

■ 데이터 사이언스

- 거래 데이터를 분석하여 정상 패턴과 비정상 패턴을 구분

- 사기 거래를 조기에 발견하는 데 중요한 역할

- 이상 거래 탐지 기법과 분류 모델을 적용해 실제 금융 서비스 환경에서 활용

- 목표

 신용카드 거래 내역 중 사기 거래를 실시간으로 탐지하여 피해를 최소화

- 고려사항

 사기 거래는 전체 거래 대비 매우 적은 비율로 발생하는 불균형 데이터

 일반적인 정확도(Accuracy)만으로는 모델 성능을 적절히 평가하기 어려움

Credit Card Fraud Detection
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데이터 예시 1. 거래 로그 (결제 시간, 결제 방식, 거래 지역)
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데이터 예시 2. 결제 금액 및 사용 패턴
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데이터 예시 3. 디바이스 정보 (사용 기기, IP, 위치 변화)
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데이터 예시 4. 사용자 프로필 및 과거 거래 이력
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■ 이상치 탐지 기법

- 정상 패턴에서 벗어난 거래를 탐지

 Isolation Forest

 Local Outlier Factor(LOF)

■ 분류 모델 기반 탐지 (지도학습)

- 정상 또는 사기로 분류

 Logistic Regression

 Random Forest

 XGBoost

신용 카드 사기 - 분석 기법

https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.IsolationForest.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.IsolationForest.html
https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.LocalOutlierFactor.html
https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.LocalOutlierFactor.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://xgboost.readthedocs.io/en/stable/python/python_api.html#xgboost.XGBClassifier
https://xgboost.readthedocs.io/en/stable/python/python_api.html#xgboost.XGBClassifier
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대문자 하위베타빼기 F    s c o r e PR-AUC

대문자 하위베타빼기 F    s c o r e PR-AUC

■ 평가 지표

- Accuracy보다 Precision과 Recall의 균형이 중요

- 특히 사기 거래를 놓치지 않는 Recall이 핵심

- 다만, Recall만 높이고 Precision이 낮아지면 정상 거래 차단이 불필요하게 증가

 두 지표 간의 적절한 균형 조정이 필요

- 불균형 데이터에서는 Precision·Recall을 함께 보는 F1이 유용하지만, 사기 탐지처럼 Recall을 더 중

시할 때는 𝛽 > 1로 가중하는 𝐹𝛽 − 𝑠𝑐𝑜𝑟𝑒나 PR-AUC 등을 함께 검토한다.

 𝐹𝛽 − 𝑠𝑐𝑜𝑟𝑒나 PR-AUC : 조금 더 구체적으로 알아보기 → 다음 슬라이드

 𝐹𝛽 − 𝑠𝑐𝑜𝑟𝑒: Precision과 Recall을 𝛽 가중 조화평균으로 묶어, Recall 중요도를 반영한 단일 지표

이다. 𝛽 = 1 이면 F1과 같고, 𝛽 > 1이면 Recall을 더 강조하고 𝛽 < 1이면 Precision을 더 강조

 PR-AUC

성능 평가 및 분석 방법

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.fbeta_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.average_precision_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.fbeta_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.average_precision_score.html
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대문자 하위베타빼기 F    s c o r e

■ 𝐹𝛽 − 𝑠𝑐𝑜𝑟𝑒

Precision과 Recall을 𝛽 가중 조화평균으로 묶어, 

Recall 중요도를 반영한 단일 지표이다. 

- 𝛽 = 1 이면 F1과 같다.

- 𝛽 > 1이면 Recall을 더 강조

- 𝛽 < 1이면 Precision을 더 강조

𝐹𝛽 − 𝑠𝑐𝑜𝑟𝑒

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.fbeta_score.html
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■ PR-AUC

- PR-AUC (Precision–Recall Curve): Precision-Recall 곡선 아래 면적

 클래스 불균형 상황에서 전 점수 구간의 분류 성능을 요약하며, 

 AU-ROC(예측 순위 기반 TPR/FPR)보다 양성 클래스 품질에 민감

PR-AUC

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.average_precision_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.average_precision_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.average_precision_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.average_precision_score.html
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■ 기대 효과 및 분석 결과

- 적절한 모델 선택과 임계값 조정을 통해 사기 거래 탐지율을 높이면서 

정상 거래 오탐률을 효과적으로 낮출 수 있는 전략을 수립

- Recall을 높여 사기 거래 탐지 능력을 향상시키되, 

Precision을 유지하여 정상 거래가 불필요하게 차단되는 상황을 최소화하는 것이 

금융 서비스 품질 유지의 핵심.

성능 평가 및 분석 방법
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■ Kaggle의 Credit Card Fraud Detection 데이터셋 활용

- 데이터셋 다운로드 (Kaggle)

■ 데이터 불균형 문제 해결 기법 적용

- 언더샘플링 (RandomUnderSampler)

- 오버샘플링 (RandomOverSampler)

- SMOTE

■ Logistic Regression, Random Forest, XGBoost 성능 비교

- Random Forest, XGBoost 적용은 선택사항

■ F1 Score 및 AUC 기반 성능 평가

■ 임계값 변경 시 Precision과 Recall 변화 시각화 분석

Mini Project

https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud
https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud
https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud
https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud
https://imbalanced-learn.org/stable/references/generated/imblearn.under_sampling.RandomUnderSampler.html
https://imbalanced-learn.org/stable/references/generated/imblearn.under_sampling.RandomUnderSampler.html
https://imbalanced-learn.org/stable/references/generated/imblearn.under_sampling.RandomUnderSampler.html
https://imbalanced-learn.org/stable/references/generated/imblearn.over_sampling.RandomOverSampler.html
https://imbalanced-learn.org/stable/references/generated/imblearn.over_sampling.RandomOverSampler.html
https://imbalanced-learn.org/stable/references/generated/imblearn.over_sampling.RandomOverSampler.html
https://imbalanced-learn.org/stable/references/generated/imblearn.over_sampling.SMOTE.html
https://imbalanced-learn.org/stable/references/generated/imblearn.over_sampling.SMOTE.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://xgboost.readthedocs.io/en/stable/python/python_api.html#xgboost.XGBClassifier
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://xgboost.readthedocs.io/en/stable/python/python_api.html#xgboost.XGBClassifier
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Finance Case Studies (2/2)

Credit Scoring

Credit Scoring
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■ Credit Scoring

- 대출 심사 과정에서 금융기관은 고객의 신용도를 평가하여 대출 승인 여부를 결정

- 데이터사이언스 기반의 신용평가 모델

 기존의 단순 점수 기반 방식보다 더 정확하고 일관성 있는 의사결정을 내릴 수 있도록 지원

 모델이 내린 판단이 공정하며 설명 가능해야 함.

 성능과 함께 해석력 역시 중요한 요소

Credit Scoring
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■ 목표

- 고객의 대출 신청에 대해 승인 또는 거절 여부를 정확하고 공정하게 예측하는 것

■ 필수 고려사항

- 특정 개인에게 불리하지 않도록 판단해야 함.

- 일부 집단에게 불리하게 작동하는 편향된 모델이 만들어지지 않도록 

 데이터 선정, 모델 학습, 평가 기준에서 공정성이 고려해야 함.

문제 정의
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데이터 예시 1. 소득 수준
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데이터 예시 2. 직업 정보
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데이터 예시 3. 연체 기록
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데이터 예시 4. 부채 비율
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데이터 예시 5. 신용 등급
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■ 분석 접근법 및 전략

- Logistic Regression

비교적 단순한 모델이지만 해석력이 뛰어나며, 어떤 변수들이 대출 승인 결정에 영향을 미치는지 

명확히 확인할 수 있다.

- LightGBM 

대용량 데이터 학습에 강점이 있으며 높은 예측 성능을 보이는 부스팅 모델이다. 다만, 모델 구조

가 복잡하여 해석이 어려울 수 있다.

- 예측 결과에 "설명 가능성(XAI) 기법"을 적용하여 모델의 판단 근거를 확인

 편리하게 사용할 수 있는 도구: SHAP

- 고객 속성에 따른 차별적 영향 여부를 분석하며, 금융 공정성(Fairness) 관점에서 모델 평가

분석 기법

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://lightgbm.readthedocs.io/en/stable/
https://lightgbm.readthedocs.io/en/stable/
https://shap.readthedocs.io/en/latest/
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■ 2명 이상이 팀으로 진행

■ 토론 결과는 보고서로 작성하여 제출할 것 

- 제출 파일: .hwp, .docx

■ 토론 주제

- 해석력이 높은 모델과 성능이 높은 모델 중 금융권에서는 어떤 모델을 선택해야 하는가?

- 특정 연령, 직업, 성별 집단에 대해 모델이 불리하게 작동한다면 어떻게 개선할 수 있는가?

- XAI가 실제 금융 의사결정 과정에서 어떤 역할을 할 수 있는가?

Mini Project (팀 수행)
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Healthcare Case Studies
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Healthcare Case Studies (1/2)

Disease Prediction

Disease Prediction
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■ Disease Prediction

- 의료 분야에서 데이터 사이언스

 질병 발생 가능성을 조기에 예측

 예방적 치료와 맞춤형 관리가 이루어질 수 있도록 지원

- 특징

 당뇨병, 심장 질환과 같은 만성 질환은 조기 발견 여부가 향후 치료 효과와 생존율에 큰 영향

 예측 모델의 정확성과 의료진 신뢰 확보가 중요

Disease Prediction
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■ 문제 정의

- 환자의 건강 데이터를 기반으로 질병 발생 가능성을 사전에 예측하는 것이 목표

- 의료 분야에서는 질병 여부를 놓치지 않는 것이 매우 중요

- 정확도(Accuracy)보다 민감도(Recall)가 더 중요한 평가 기준으로 고려

문제 정의
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데이터 예시 1. 건강검진 수치 (혈압, 혈당, 콜레스테롤 등)
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데이터 예시 2. 가족력 정보
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데이터 예시 3. 라이프스타일 정보 (흡연, 음주, 운동량 등)
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■ 분류 모델 비교

- SVM과 Random Forest 모델의 성능을 비교해 본다.

 SVM : 여러 결정트리를 앙상블해 과적합을 완화하고 안정적인 예측을 제공한다.

 Random Forest : 초평면으로 데이터 경계를 학습해 고차원에서 분류 성능을 높인다.

- Neural Network 모델을 적용하여 예측 성능을 비교

■ 모델 해석 기반 신뢰 확보 

- SHAP을 활용해 모델이 어떤 요인을 근거로 질병 위험을 판단했는지 설명

- 의료진과 환자 모두가 결과를 이해하고 신뢰할 수 있도록 조치

분석 기법

https://scikit-learn.org/stable/modules/svm.html
https://scikit-learn.org/stable/modules/svm.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/svm.html
https://scikit-learn.org/stable/modules/svm.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://shap.readthedocs.io/en/latest/
https://shap.readthedocs.io/en/latest/
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■ 기대 효과

- 질병 예측 모델은 의료진이 환자의 위험 요인을 사전에 파악하여 예방적 처치를 제공

- 의료 환경에서는 질병을 놓치는 경우(False Negative)의 비용이 매우 크다.

- 정확도보다 민감도를 우선 고려하는 것이 중요

■ 예시: 심장 질환 위험 예측

- Recall이 낮아 고위험 환자를 정상으로 판단

 치료 시기를 놓쳐 심각한 결과로 이어질 수 있음

 의료 모델 평가에서는 Recall을 핵심 지표로 반영하는 것이 타당

기대 효과 및 분석 인사이트
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■ 2명 이상이 팀으로 진행

■ 토론 결과는 보고서로 작성하여 제출할 것 

- 제출 파일: .hwp, .docx

■ 토론 주제

- 질병 예측 모델이 높은 정확도를 보이지만 Recall이 낮다면 어떤 위험이 발생하는가?

- 의료 모델에서 Precision과 Recall의 균형을 맞추기 위한 전략에는 어떤 것이 있을까?

- (선택) SHAP 기반 설명 가능성이 의료 AI 도입 과정에서 중요한 이유는 무엇인가?

Mini Project (팀 수행)



39 / 65

Healthcare Case Studies (2/2)

Medical Imaging 
Diagnosis

Medical Imaging 
Diagnosis
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■ Medical Imaging Diagnosis

- 의료 영상 진단 분야

 X-ray, CT, MRI 이미지 분석을 통해 질병을 자동으로 판별하는 기술이 빠르게 발전

 딥러닝 기반 의료 영상 분석 모델은 진단 속도 향상과 정확도 제고에 기여함

 의료진의 의사결정을 보조하는 핵심 기술로 활용

Medical Imaging Diagnosis
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■ 개인정보보호

- 의료 데이터 윤리 및 개인정보 보호 의료 영상 데이터는 민감정보에 해당

- HIPAA, 한국 의료법 등 관련 규정 준수

- 데이터 저장, 처리, 공유 과정에서 개인정보 비식별화와 보안 체계가 확보

핵심 고려 요소 (1/3)

https://www.hhs.gov/hipaa/index.html
https://www.hhs.gov/hipaa/index.html
https://www.law.go.kr/%EB%B2%95%EB%A0%B9/%EC%9D%98%EB%A3%8C%EB%B2%95
https://www.law.go.kr/%EB%B2%95%EB%A0%B9/%EC%9D%98%EB%A3%8C%EB%B2%95
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■ 데이터 불균형 해결

- 질병 보유 환자 수가 적은 경우가 많아 데이터 불균형 문제가 발생

- 데이터 증강, SMOTE, 클래스 가중치 등 다양한 기법을 적용하여 모델의 일반화 성능

핵심 고려 요소 (2/3)

https://imbalanced-learn.org/stable/references/generated/imblearn.over_sampling.SMOTE.html


43 / 65

■ 의료진의 신뢰 확보

- 모델 성능, 해석력, 책임 소재의 균형 모델의 성능이 높더라도 

- 진단 근거가 불분명하면 의료진이 결과를 신뢰하기 어렵다. 

- 시각화 기법을 활용해 모델의 판단 근거를 제시하고, 오진 발생 시 책임 소재 규정 논의 진행

핵심 고려 요소 (3/3)
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■ 기대 효과

- 의료 영상 진단 모델은 대량의 영상 데이터를 신속하게 분석

- 진단 효율성을 높이고 의료진의 업무 부담을 줄이는 데 기여

- 특히 의료 영상 AI는 전문의 부족 지역에서 원격 진단 지원 기술로 활용

- 신속한 1차 판독 기능을 제공하여 치료 골든 타임 확보에 도움

■ 주의 사항

- 다만 의료 AI가 독립적 진단 도구로 사용되기 위해서는 정확도뿐 아니라 

설명 가능성과 법·윤리적 책임 영역이 명확히 정립되어야 한다.

기대 효과 및 분석 인사이트
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■ 2명 이상이 팀으로 진행

■ 토론 결과는 보고서로 작성하여 제출할 것 

- 제출 파일: .hwp, .docx

■ 토론 주제

- 의료 영상 진단 모델이 높은 정확도를 보이더라도 해석력이 부족하면 어떤 문제가 발생할까?

- 데이터 불균형이 의료 AI의 편향된 진단 결과로 이어질 수 있는 이유는 무엇인가?

- 오진 발생 시, 책임은 AI 개발자, 의료진, 병원 중 누구에게 있는가?

Mini Project (팀 수행)
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Industry Case Studies
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Industry Case Studies (1/2)

Predictive 
Maintenance

Predictive 
Maintenance
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■ Predictive Maintenance (예지 보전)

- 산업 현장에서 설비의 갑작스러운 고장은 생산 중단, 비용 증가, 납기 지연 등 큰 손실로 이어짐.

- Predictive Maintenance는 

 센서 데이터를 기반으로 설비의 고장 시점을 미리 예측

 사전 점검과 유지보수 계획을 가능하도록 유도

 장비 운영 안정성과 비용 절감을 동시에 달성하는 접근 방식

■ 문제 정의

- 목표: 설비의 고장 가능성을 조기에 감지하여 계획되지 않은 다운타임을 최소화하는 것

- 고장을 미리 예측할 수 있다면 불필요한 정비를 줄이고, 필요한 시점에 최적의 유지보수 조치 가능

Predictive Maintenance
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데이터 예시 1. 센서 시계열 데이터 (온도, 진동, 전류 등)
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데이터 예시 2. 설비 사용 이력 및 유지보수 기록
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■ 분석 기법

- 수집된 데이터에 시계열 예측 모델 적용

 ARIMA: 계절성과 추세를 분해하여 선형 시계열 패턴을 예측 

 LSTM: 장·단기 의존성을 학습해 복잡한 비선형 시계열 변화까지 포착

■ 기대 효과 및 분석 인사이트

-  갑작스러운 설비 고장을 예방하여 생산 중단을 최소화

- 유지보수 비용을 절감

- 고장 직전의 패턴을 시각화 → 관리자가 이상 징후를 직관적으로 이해할 수 있도록 지원

분석 기법

https://www.deepshark.org/courses/data_science/w/07_time_series#arima
https://www.deepshark.org/courses/data_science/w/07_time_series#arima
https://pytorch.org/docs/stable/generated/torch.nn.LSTM.html
https://pytorch.org/docs/stable/generated/torch.nn.LSTM.html
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■ 2명 이상이 팀으로 진행

■ 토론 결과는 보고서로 작성하여 제출할 것 

- 제출 파일: .hwp, .docx

■ 토론 주제

- (선택) Remaining Useful Life (RUL) 예측이 가능할 때 유지보수 정책은 어떻게 달라질 수 있는가?

- 시계열 기반 모델과 이상 탐지 기반 모델을 결합하는 이유는 무엇인가?

- 예측 정확도 외에 현장에서 중요한 성과 지표에는 무엇이 있을까?

Mini Project (팀 수행)
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Industry Case Studies (2/2)

Vision-Based 
Quality Control

Vision-Based 
Quality Control
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■ Vision-Based Quality Control

- 제조 공정에서는 제품 불량을 빠르게 식별하고 제거하는 것이 품질 관리의 핵심

- Vision-Based Quality Control

 카메라와 AI 기반 영상 분석 기술을 활용하여 불량품을 실시간으로 자동 검출하는 시스템

- 검사 정확도를 높이고 사람의 수작업 검사 과정에서 발생하는 누락과 비용 절감 가능

■ 문제 정의

- 목표: 생산 공정 중 촬영된 영상 데이터를 분석하여 정상 제품과 불량 제품을 자동으로 구분

- 검사 속도, 정확성, 일관성이 중요하며 실시간 처리 능력이 요구 됨

Vision-Based Quality Control
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데이터 예시 1. 공정 중 촬영된 제품 이미지
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데이터 예시 2. 생산 라인 영상 데이터
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데이터 예시 3. 정상 및 불량 샘플 데이터셋
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■ 분석 기법

- 딥러닝 기반 영상 분류 적용

 CNN이나 Vision Transformer(ViT)를 활용 → 제품 이미지를 분석하고 정상 여부를 분류

■ 기대 효과 및 분석 인사이트

- 검사 자동화를 통해 검사 정확도 향상과 인건비 절감 효과를 동시에 얻을 수 있다. 

- 일관된 품질 관리를 통해 불량률을 낮추고 고객 만족도를 높일 수 있다.

- 성과 측정 지표는

 불량 검출률 개선, 

 검사 비용 절감률, 

 자동화 도입에 따른 ROI(Return on Investment) 등

분석 기법

https://cs231n.github.io/convolutional-networks/
https://cs231n.github.io/convolutional-networks/
https://arxiv.org/abs/2010.11929
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■ 2명 이상이 팀으로 진행

■ 토론 결과는 보고서로 작성하여 제출할 것 

- 제출 파일: .hwp, .docx

■ 토론 주제

- 영상 기반 검사 자동화가 품질 관리 프로세스에 미치는 가장 큰 변화는 무엇인가?

- (선택) CNN과 ViT 중 제조 현장에서 어떤 모델이 더 적합하다고 판단할 수 있는가?

- 데이터 기반 이상 탐지가 사람의 수작업 검사와 비교해 가지는 강점은 무엇인가?

Mini Project (팀 수행)
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Mini Capstone
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■ 캡스톤(Capstone)?

- 본래 건축에서 건물의 맨 위를 완성하는 마감석을 뜻함

- 대학 교육

 개념을 차용해, 학생들이 그동안 배운 지식과 기술을 하나의 완성된 프로젝트 형태로 통합하는 

학습 활동을 의미

 캡스톤 프로젝트는 학기나 전공 과정의 마지막 단계에서 수행하는 종합 실무형 과제

■ 실제 운영은?

- 실제 데이터를 다루고 문제를 정의하며 결과를 스스로 도출하는 창의적 문제 해결 경험을 중심

- 일부 대학에서는 졸업을 위한 최고 학년의 필수 과목

 종합설계 또는 졸업 프로젝트 등과 같은 과목으로 운영

캡스톤(Capstone)이란 무엇인가?
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이유 설명

이론의 실제 적용
교과서에서 배운 분석 기법과 모델링 방법을
실제 데이터에 적용해본다.

창의적 문제 해결 경험
스스로 주제를 선택하고 방법을 설계하며
문제를 해결하는 과정을 통해 논리적 사고력을 기른다.

팀워크와 협업 능력 향상
여러 전공과 역할이 함께 어우러진 팀 단위 프로젝트를 
통해 실무형 협업 능력을 배운다.

포트폴리오 구축
프로젝트 결과물을 향후 취업, 대학원 진학,
연구 활동의 대표 사례로 활용할 수 있다.

비판적 사고와 
자기 주도성 강화

단순한 과제 수행이 아닌, 스스로 계획·분석·평가하는 
자기 주도적 학습 과정이 된다.

대학생이 캡스톤 프로젝트를 수행하는 이유
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목표 영역 구체적 성과

기술적 성취 데이터 수집·분석·모델링 능력 향상

논리적 사고력
문제를 정의하고, 가설을 세우며, 결과를 해석하
는 과정의 체계화

창의성 기존 방법을 개선하거나 새로운 아이디어를 도입

협업 및 커뮤니케이션 역할 분담, 회의, 발표 등 협업 과정 경험

실무 감각
실제 현업 데이터 분석 흐름을 체험하고 보고서·
대시보드 형태로 전달

캡스톤 프로젝트의 성과 목표
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■ 데이터사이언스는 

- 단순히 코드를 배우는 학문이 아니라, 데이터를 통해 세상의 문제를 정의하고 해결하는 학문

- 이론과 실습만으로는 한계가 있으며, 실제 프로젝트 수행을 통해서만 진정한 실력을 체득

데이터사이언스 과목에서 캡스톤을 해야 하는 이유

통합적 학습
데이터 전처리, 시각화, 모델링, 해석 등 
과목 전체 내용을 하나로 연결

실제 문제 해결 경험
실제 사회·산업 데이터를 분석하며 
현장감 있는 학습 경험

성과 기반 평가
단순 시험 점수가 아닌, 분석 과정과 
결과의 완성도로 성과 평가 가능

윤리·공정성 학습의 전 단계
14주차의 ‘데이터 윤리와 편향’ 토론으로 
이어지는 준비 과정 역할 수행
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미니 캡스톤 안내

https://www.deepshark.org/courses/
data_science/w/13_case_studies#min
i-capstone 

본인이 

“데이터로 문제를 정의하고, 분석하고,  
스토리로 전달할 수 있는가”를 

직접 증명 해보세요!

https://www.deepshark.org/courses/data_science/w/13_case_studies#mini-capstone
https://www.deepshark.org/courses/data_science/w/13_case_studies#mini-capstone
https://www.deepshark.org/courses/data_science/w/13_case_studies#mini-capstone
https://www.deepshark.org/courses/data_science/w/13_case_studies#mini-capstone
https://www.deepshark.org/courses/data_science/w/13_case_studies#mini-capstone
https://www.deepshark.org/courses/data_science/w/13_case_studies#mini-capstone
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