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3V of Big Data
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- HOo|He| #E= ItAHet HlnE 4= gl UE Ed™o=z TSIt
. REHOS THE 4 A7t 0|49 Yato] YR E
H8/TSMC Bt X 578 2o =& El= WA O|O|H = 5t&F 4= TB
M Velocity (HIO|E] ‘4 U X2| k)
- HOlH&= 0% 2 £ = MY + A2 He|
- aadl| Oy Helf BX| A& A2 &l SA| 24510 52 FF TE

- AreFdAs MM H0lHE A2 24010 T3 des SA| HE

B Variety (HIO|E HE{2| C}A7)

- 3 HOJH & OfLft BHEH, H|'§Y HIOlH S Bt JEflZ EX)

- 77125 Uizt LHE(HAE), AT Ed I, ?IX §E(GPS)= M2 HEi 7t CFE H|O|H

1

6 /47
e



7|® HlojH Ze2le] &
HOlE dgd, EX

=

HNE St dse

< |

MODERN DATA CHALLENGES

&
T

Large Data
Volume
y :S ORS
== ol > |
— .
) ) Diverse Data Types
High Velocity (Images, Logs, 10T
Sensor Data, Videos)

Data Streams

St ALE
sQL 7|gt Heo| 5 &3t 7|5 MS



=
4
=
)
<
<l
=)
E2)
o
S
y
g
X0

B Atomicity (2X}4d)

1 2HEX] REALL

MG

E| A4,

tLtete HENSHE = CF 7l

g

102hH + YLS(+102H F EHAX]|

B Consistency (¥ 2Hd)

2 gx|

=
—

=017t

X el HOIHZt DBYf

N
=

1

off G0l

Rt

<
Kk

Isolation (1 E4)

of: A7t HIOIH

B Durability (X|&)

210| L}7I=

Ltad Lt

uin
=

DBMSZt C| 230 QHEBHA 7[=

8 /47




ME RDBMSO| sHA|

M Scale-Up SHA|
- RDBMSE A &2 =0|= & 4(Scale-Up)0ll 2|&E

- H[E 37t B o /o= 2 HIOlE Xz[of $HA

= o
SCALE-UP DISTRIBUTED SYSTEM
(VERTICAL SCALING) (HADOOP)
(HORIZONTAL SCALING)

i - [ HADOOP |
E g

it Single Point of Failure

Data Growth -> Need for Distributed Processing

rr
0
1z
i)
e
FO

- HolH Z3at 2AZE M| 27 S7I= o2 MHO| E4F HE-X2[o}

- 0| 8| Z23}7] 93l Googlel] ZE-E 7|EO 2 HadoopO| S%

9/ 47



SQL Basics for Big Data

M SAQL in Big Data

\ -~ NOSQL Gommon Langusge \ et ;_.4’;,; L Still Used Her J \
¥ Databases __ 3 . =
\ -;--'";v i ‘
R H 2 ‘ — éL)L Still Used Here
DATA ENGINEER DATA SCIENTIST

S, )
’ o ng Core LanS®

SPARK Nl DATA LAKES

ANALYST

- 9HolH 2EHM T sQLe o] 7y 2l AAEEl= HOIH X2 1o
- GIOIE AX|LIO, HIO|E ItetAt, #M7F 571 SSH2Z ALEE = U BE A0

- NoSQL, Hadoop, Spark SHE0ME SQL 7|8t M| HAlez &Y &

- Z=2|(SELECT), =4 EHY, 8, A& =4, =2 s H¥et 7IsE M




4 O|E{H||O| A H|O|&: users

name age city
Tom 25 Seoul
Alice 32 Busan
David 41 Incheon
Hannah 30 Daegu

Cl0|E| =%| (SELECT)

SELECT name, age
FROM users;

$

| name | age |

| Tom | 25 |
| Alice |32 |
| David | 41 |
| Hannah| 30 |

Z7 =3| (WHERE)
SELECT name, age
FROM users
WHERE age >= 30;

O
Q
<
o
D
=

| Hannah | 30
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‘Y3 (ORDER BY)
SELECT name, age

FROM users
ORDER BY age DESC;
-

| name | age
R oo

| David | 41

| Alice | 32

| Hannah | 30

| Tom | 25




H|O|E{H| O] 2 H[O|=: employees

employee_name | department | salary
Tom HR 4200
Alice HR 4600
David Sales 5100
Hannah Sales 4900
Chris Sales 5300
Emily IT 6000
John IT 6200
Sarah IT 5800
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O 2

=
(GROUP BY + HAES)
_ SN HR S0E
- H &G =
SELECT department, AVG(salary) AS avg_salary

FROM employees
GROUP BY department;

)

| department | avg_salary |
| e | oo |
| HR | 4400 |
| Sales | 5100 |
| T | 6000 |




- _jIC_S U"E LDH O|
SELECT o.order _id, c.customer_name
FROM orders AS o
JOIN customers AS ¢

ON o.customer_id = c.customer _id;

Gl O|EHH|O| A H|O|=: customers

customer id customer name
1 Tom
2 Alice
3 David
4 Hannah
HO|& =2l (JOIN)
- =2 HO0IEN DHHOIES

-- customer_id J| &2 & EE@PO
(o) (6]

city
Seoul
Busan
Incheon

Daegu

.amount
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H|O| E{H| O] & H|O[=: orders

order_id customer_id product
101 1 Keyboard
102 1 Monitor
103 2 Mouse
104 3 Laptop
105 3 Headset
106 4 Webcam

amount
50

200

25

1200

80

70

| order_id | customer_name | amount |

| 101 | Tom

| 102 | Tom

| 103 | Alice

| 104 | David

| 105 | David

| 106 | Hannah




Why SQL is Still Essential
1. Easy to Learn (— 2. Universal Language for Data

Declarative Language

SELECT name, email
FROM use 4 \
WHERE city = "New Y )

Declarative Language —
Simple to Write

Low Learning Curve: H{ 7| €L}
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9IClolE sqL
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Lakehouse A|CH2| SQL

B Data Lake

- HIO|E 2{0]|3(Data Lake)= Z=2%0| #=&ot= Ctot FE{Q| HIOIHE

- ™Y O|o|E{& ofL|2}, HPYH.H|IHHE HO|HE B Eols = 9o,

ME
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Semi-structured data

(—b JSO logs
Images
Unstructured data csv

oT
y q ))> senLor data

Images Audio
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Data Warehouse

M Data Warehouse
- Zlgel A2 Ea AT KHS ?loh, M/ x2tE HO|HE MYots SLUSY HOH HYx
- g7 AI2"OM =B E HO|HE ETL (FE-#HEH X, Extract, Transform, Load) 18

= 0| 822 B¢ 5 M&StH, ZE &4, Bl (Business Intelligence) 2| ZZE, 84 &4 S0 &8

K

S Operational Databases

=, (OLTP) H
S Data Warehouse Ol
Q@ CRM - ( Bl & Analytics Tools
S ETL
ERP
Qg I (Extract, - Product Time - @ % @
F] Web Apps Transform, Load) =
@ PP L Data Marts
bt [Tt U el =y
@ e l rac H rans ormH 0d l T L .
i ) ) I == Reporting &
; ! oooo) Dashboards
E. Logs Dimension Tables
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Hadoop 274

M Hadoop
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- X2 7|¥=2 Spark + Cloud +

Lakehouse HAl0 2 0|5 =

« Hadoop HENA EF= AS
MOl Y ES| HDFS, YARN,

Hive, HBase= O ™3| 22 &

RDBMSE= £7|0k7F D78l § Hlo[e Melof =Xzt

- # 21, 22, SNS, loT HIO[E S HIHH HO|E Ha| 3 o pezc
HAF IOl A|AEIT} HE 2|0 CHEF LM » The Google File System (GFS)

 MapReduce

- o2 MHO| HESD A0 Me[g = A= 7l 27

T2 24 7E =2 3 Go gle
- Google?| GFS(Google File System), MapReduce ==0| HH
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- Apache License 2.02 2 HiZE | = tMst QEAA (5L} CIR2EE, dX|, ¥, HIE 7}5)
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https://www.deepshark.org/courses/data_science/pdf/weeks/files/chap11/google_file_system.pdf
https://www.deepshark.org/courses/data_science/pdf/weeks/files/chap11/google_file_system.pdf
https://www.deepshark.org/courses/data_science/pdf/weeks/files/chap11/mapreduce.pdf
https://www.deepshark.org/courses/data_science/pdf/weeks/files/chap11/mapreduce.pdf
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Expensive High-End
Eend Server (Scale-Up)

o
8 Hlg Bex

2 Of FZor0] L2 Ho[HE HE-K e

Low-Cost Helpers
(Commodity Hardware)

Google

Scale-Out ] %heaple[) |
Teamwork ne scalable

Cheaper and
scalable

Many helpers
working together

Blipdsno

Teamwork
beats one
strong hero
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e

B 1% 5L (Fault Tolerance)

- OOl £X|(Replication)Z HHES &=

No Fault Tolerance - ? Fault Tolerant System
If one fails, the |
system stops | Automatic Recovery

Backup Players = Replication

25 / 47




B =4 2HEd(Scale-Out)
- L EXEe MY &) F7t5te ATe 2 dsit NE 82 57t
- O|O|E 710l 5 HsHA CHS

Scale-Out (Horizontal Scaling)

Scale-Out

Add more nodes = more power!
Teamwork increases performance

n_n

n AL n ' f\w <
(PATA \| DATA A DATA

A B 2 C

(Single Server - Hard to scale)
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B HDFS (Hadoop Distributed File System)
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HDFS (Hadoop Distributed File System) - 1/2

B HDFS (Hadoop Distributed File System) > X0 LMoz oHYX 29

- HEZ HIOIHE 02| =E0| T4t M E0h= Hadoopl| 2l =4 Th& A[AH

( Large \ 1% = NameNode
Assignment w2 MM INE EStAHLE s ZSHK| =L
(File) O™ 1tA|(Block)7t O{EH HF(DataNode)Of| HH"*EEI URE=X| 7| &5/22]

Task Sl Task -~ meswrml |
Task | € -~ |(Block) { (Block) Task
(Block) (Block) Zt Hi DataNode

v -1 = -
kﬂ ) . MM 2 IHHE $3stn B ost= 22 HhDataNode)O| T
— Ay s 2 Ere XA B E BHH Block) S 7HAI L U1, FHHo R
Riwl| B 5 / Replication: . 22 S2X| BFHAH F7[H2= El(Heartbeat) OHZL
OO ' Copies for SO
Principal: \ safety! !
NameNode keeps Task Task 1l J-_I.l'x‘"E K7HA-I LI-_T_O-I X I — %% II:_l-_(I)_l x_lx'-
Bock) i Bkl 5} ol A FI[All B 2 M2 S, N E of2f 22 (Block 22
~ eyl L50] of 2] Htof Lr—.—01 = = AL}
- HDFSE &2 mg 2 EPOIE &7 0o2{ DataNodeOfl A Z+&HCt,
I'/ —-\.D _________________________________________________________________________
— oje o] ghojl Z2 1N SEAE F7| = SX|(Replication)
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Classroom 1 DataNore 2 Store and work on the tasks ~ Store and work on the tasks  Store and work on the tasks
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HDFS (Hadoop Distributed File System)
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MapReduce (1/7)

B MapReduce

- ohg0lets S8F ?l0A Z0t7t= HIOlH X2| AT (=22 E4)

o O T

I

- THBT CIOIEIS A BHOA W Ha|s| 9 T2 1

o

I

2
- ST OOIH M| e F TEHA(Map + Reduce EHA)E LE+0] 02 EO|AM SA[0] A

Map Shuffle Reduce
| | | | |
;IIII T~
10 - o-0000 - eo—Il
‘AAA A g
10A o 0000 /) .0 0000 0

‘AAAA /
N[ \
10A - © 0000 o—AAAA"

DAAA /
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MapReduce (2/7)

B Map

- HIo[HZ

Z} Map Task= HIO|HE

THAl — HIOIH & "ZIWM 7tE"ot= THA

Ol =422 LHF0f 02 &YX (Map Task)/t E2 X

X2|5t (Key, Value) HEHS| B2+ A1tE 4-d

cat dog cat
elephant dog cat
tiger lion tiger cat

Mapper
Input Splits
(cat, 1), (dog, 1),
cat dog cat ~ (cat, ‘[%g -
elephant I (eleph‘ant 1)
dog cat tiger (dog. 1), (cat,
lion tiger cat 1), (tiger, 1),
(lion, 1), (tiger,
1), (cat, 1)
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MapReduce (3/7)

B Combiner TtH| (Optional)
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- Map 20| ELIH HE (Key, Value) FEHC| ADt7} BO| MM

0| g2 JCHZ Shuffle THAZ 2L HEYI N (cat,2), (dog, 1),
) P> (elephant, 1) |
(elephant, 1) |
HETO| e HI HHY Ex)
Map &2 LHOIA 5L KeyE 7HE 4= 0O|2| 2 4t5t0 _ i ;ﬁ
HIO|E & Zt4A Al (dog, 1), (cat, (dog, 1), (cat, 2),
RCIGeR R | (tiger, 2), (lion, |-
L = X135 (lion, 1), (tiger, 1)
(G Al) Map SHRI0IA "cat"O|2ks EHOI7} 58 SESCHY, D, (et 1)

— 212 (cat, 1)S 5% ELJOf &}X| T

— CombinerZt UEHH OF O|2] (cat, 5)= FO{A

Shuffle AZ22 H&
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MapReduce (4/7)

CHH — 2t 72 o= 1™~
W Shuffle THA| 22 Keyll2| 2 8 Combiner Shuffle and Sort

- Map HHAOM TS SZH Zit= Key 240 A0 ALE=Z

= (cal 2
22 KeyZ 1R ZHS7|2| ROt AE3lete It - (cat2) |
(cat, 2), (dog, 1), | |NE== -
. MEZ CHE MapOl A MAME A0t 5 202 Key?|2| K2t (elephant L) || |l g
- Key 7|&=22 FE % AF27} O|F O ZICt

e

- 0| Reduce TaskZ ™ES F=H|7t 2t=2 EICL /b (elephant;‘ﬂ
(dog, 1), (cat, 2), /'
(tiger, 2), (lion, = >
o || ionit)

|

==
o ier2)
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MapReduce (4/7)

B Reduce THH| — Key'E 2 %|F Z1

——

Shuffle and Sort Reducer Final Output
»  (cat2)
(cat 2 t,4)
(cat2) (| (cat.
o\ ~ j» 1
4 [ 31 [ )
i~ d°/° 2| (dog2) | »
iida \ cat4
| omta— . 4 dog2
| (elephant, 1) | (elephant,1) [ elﬁ%:a;“ 1
. k
*' , tiger 2
>
IRUOREURA  (jion,1) |
| g / ‘»
> (liger2) 1» (tiger.2) | J ]
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MapReduce (5/7)

M Final Output2 0{87| Data Block2 =?

T
Q
o
(@)
(@)
=}
T
)
ma
w
=2
x
rr
HO
rim
H
ne
rlo
>
Ofn
|0
Hu
ne
ox
|
N

ol == HRIZ MT

-

- O|E =04, Reduce THAOIA 2H=0{Z £[F A1F It 3 7[7 350MBEFLL o H

\

Mapper Combiner Shuffle and Sort Reducer Final Output
Input Splits
: (cat,4)
cat dog cat ) ! (cat, 2), (dog, 1),
elepr?ant (elephant. (elephant, 1)
(dog,2)

cat dog cat

elephant dog cat
tiger lion tiger cat

dog cat tiger
lion tiger cat

i

(dog, 1), (cat, 2),
(tiger, 2), (lion,
1)

MapReduce Phases

! (elephant,1)

(lion,1)

(tiger,2)
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Block 1T 128MB

Block 2 128MB

Block 3  94MB




MapReduce (6/7)

=532 027 &l HolH2 SR

o 9 Metdaate: 9 Fetch Blocks 0

Blockl@@DN1,
@DN2N@DN3
@ | Request: ®
“finelame.txt”
o
E o
Client PC NameNode DataNoe 1 DataNoe 3 Cileemble
fileneNoe.txt
-MM Fetch Blocks
fubame.txt Reasemble @

4. ZZIO[QUET 255 As22 FEsty 3= Y2 St




MapReduce (7/7)

Data Recovery

Block 1 ?

Block Replication - Replication Factor = 3 Failure Detection — DataNose B Fails (Heartbeat Stops)
|
|

o —. =1 o | o S— =
(S == o | = Wi
s o ol a7
DataNode A DataNode B DataNode C DataNode A DataNode B DataNode C
a N
Automatic Recovery NameNode Restores Missing Replica Automatic Availability
Replication Restored to 3 o Replication =3,
(Data Data Remains - Data OK!
Accessible) :
’ M‘ = - 6 === 6
| o S iy o i o | L Lo o |
— = = e
S O oS s S o
DataNode A DataNode B DataNode C L DataNode A DataNode B DataNode C 4
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Hadoop Ecosystem

B Hadoop Ecosystem

- B2 HoHe =8 - Mg - M| —

=4 - 22| d 8= X~ 2ol

2 SE5ke Chget LEa~A E159) S8 WENA
HEUE o He 4y me
HFDS HlOE THY AlAE | GlOJE K& &
YARN 2l an/Eel Bal | &Y AHEY & AHY BElGE 1S/
Hive G0l gojste A HO|E & Felof dM-=45t=
S Al
HBase 2 Key-Value Store | 2 =3|7t 7%+ NoSQL H|O|E &2
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B 7| 1/3. ¥E| 59| oA

& Xto| B (Tf2h
« RAM vs SSD: RAMO| <f

100 ~ 1,000H| =
RAM vs HDD: RAMO| 2F 10,000~100,000Hl Hi=

MapReduce (Old Way) In-Menory Processing (Fast Way)
s
y 4 X
O Zoom! (¢
3 No Disk!
Slow...
Too Much 1/0  Map
—0< P
Map All in-memory! Reduce
Data staysin —> — Direct to
— — RAM! next step!
Memory Fabric
Writes to Disk Writes to Disk Writes to Disk P e Tt
J“ . . .‘ L 1 . &= U\) O >
o ’“df FAST! In-Memery
re;egt(::i ta:(s Perfect for interactive, repeated tasks!
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MapReduce (Iteritive Workolad - Slow In-Memry Processing (e.gl., Spark) - Fast for Iteration)

Iteration 1 Iteration 1
] ‘MapaMap - -
HeFs P HIDFS
Shuffle Shuffle J

Map ~ Ma
Reduce
|

L Map Map :
E <«— | Shuffle Reduce B

Iteration 2 Iteration 3
Writes to disk every iteration ’ Keeps data in RAM - m
- High 1/0 cost Low 1/0 cost .
Not suitable for iteritive algorithms (reads/wites Ideal for iteritive algorittms (avoids disk writes)

every iteration)
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Driver (Project Manager)

Plans tasks and assigns
work to team members

~

( )
Cluster Manager
(HR Manager)
g2
\. ) ; >

Allocates resources and assigns staff to projects

Cluster Manager

Allocates resources to
tre Spark application
Standonde, YARN, Mesos, Kubernetes

|

Driver

Coordinates execution,
> creates execution plan,
distributes tasks

----- 1

I

I

i

i

> i

I

i

|

v
- /\{‘L
Workers D
(Engineers/Designers) [~

%,

Executes tasks as instructed and
reports progress

Executor Executor Executor
Runs tasks and Runs tasks and Runs tasks and
stores in memory data in memory data in memory




Driver, Executor, Cluster Manager
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A &: Spark with Jupyter (Docker)

Al
=

o>
ro

Ll X IE

https://www.deepshark.org/courses/data science/w/11 big data processing#spark with jupyter

o>

B A5 24E: Docker

- AX|: https://docs.docker.com/get-started/get-docker/

B Docker Container 2X] 3! Al

docker run -it -p 8888:8888 -p 4040:4040 --name spark jupyter/pyspark-notebook
# PySpark + Jupyter Notebook &&= T2 &dlol= HHN

# docker run -it#W  # -it: BHI0IE 2 0A 2HO0IUHS 4288 Jts
-p 8888:8888 W # ZZPC(= %) 8888 LEE Z1H|0| H(EB%E) 8

# — Bt H0A Jupyter Notebook & =5 It
-p 4040:4040 W # Spark UI& ZE H&

# — http://localhost: 4040 Ol Al Spark &l & H&l/& 2
--name spark W # Z1HI0IH 0| = 'spark'2 X &

# — ZHOIH 22(AE/SK/EBXH) Al 01822 MO Jts
jupyter/pyspark-notebook # AtE& =31 O|0I Xl (Jupyter + PySpark &&0| 0[0] AE &)
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