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A E HlO|E{Q} HAE Ojo|d

SIT) APBIOIM 2|7} Y7|= HlO|E{o] ATtas HAE HEjz =X

- O &£, SNS, 2|7, O|H &, =& S

m oj|2{st Ojo|e = H|dH O|0|E{(Unstructured Data)
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A7 "ENO| &A™ O|O0|E{(Structured Data)lt &2 &7

B HAE 010]|'d(Text Mining)
_HAE CO[HE 2AY o] Ut WEE FEHE 7|5

- MAEAHHMENLP) 7zt 2ESH HEEN US
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EL:

=% (Collection)

72, 521, SNS S0AM HAE HO|HE =8

=2 1T d

M KX2| (Preprocessing)

=282% 7|2l HHE M

o
oA
=

24 (Analysis)

CHOj Bl ZE(S

g/578), M s =4

AZt3t (Visualization)
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E 23} (Tokenization)
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[HIOIE], A0 A=, SO|22, SHEO|L]
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NLTK 27|

B NLTK (Natural Language Tool Kit)
- LMol M 7ty Ee| ArE &= ArA XM E[(NLP) 2H0[E8{2| T StLt
- O HAE M0 28 272 W8 W UFELRZ R A EE

- =0 HAEQ ZR0|= KoNLPyet 22 EEo| HEfA Z47| AAE0] ER

s ok
E 33}(Tokenization) =d= U0, 28 S22 &1

=280 H 7 (Stopword Removal) | 2|0] = THO] |7

HEX| 0| F=&E(Lemmatization) CHO1o| 7|2 (EX ) Het

/3 2M(Sentiment Analysis) |E&° S5 4H 24
E

U3 X|(Corpus) M= Q0] BIlA




o>

NLTK A

# 2[Ed WX 2X|

pip install nltk

import nltk

Al download()= =E

nltk.download('punkt")
nltk.download('punkt _tab')
nltk.download('stopwords')
nltk.download('wordnet"')

H[ O] &

text = "Data Science is an exciting field."

tokens = nltk.word_tokenize(text)

print(tokens)

# A At

['Data’, 'Science’, 'is', 'an’, 'exciting’, 'field’, "."]




ZAL O0], SR AL B 20 Bt S 7|[EL2 = HYE L] O3S
om0 E8E a4 Ue U8 dHL 247[E ME

HHOI 2l0|E2{2|= KoNLPy Ii7|X|O|§, L{E0f &{2f £447|(Okt, Komoran, Mecab )& =g

Chossh 3h20] 2497

https://www.deepshark.org/courses/data science/w/09 text data analysis#ko-tokenization

10 / 36



https://www.deepshark.org/courses/data_science/w/09_text_data_analysis#ko-tokenization
https://www.deepshark.org/courses/data_science/w/09_text_data_analysis#ko-tokenization
https://www.deepshark.org/courses/data_science/w/09_text_data_analysis#ko-tokenization

A
—

o}

Konlpy

# 2[Ed WX 2X|

pip install konlpy

from konlpy.tag import Okt

Okt (Open Korean Text) 27|

=

el g —I?—A-i re)

2 M 7| (Twitter) LSO

okt = Okt() ot 0| & LR = ArHOXHE|(NLP)O[A OFF ArE
text = "H|O|E AlO[@iAE HY SO|2F <HZO|Ct. "
# CHO] CIR[(EE)E E&
tokens = okt.morphs(text)

. IIEE_ n # AEI_%l 7E:|J_I—|-
prnt(f===:7, tokens) £ 2: (GO}, AO|QtA, i,

B |%D|E_E_ll '_§||-_E_|, |O||:|_|’ I.I]
# = A B4 (Pos tagging)
pos_tags = okt.pos(text) = AF EfZ: [(CIOIE]", 'Noun'), (AFO| 1A,
print("ZAt EfZ:", pos_tags) ‘Noun), (=", Josa’), (§E", 'Adverb’),

(S0 232" '‘Adjective’), (‘'ek2', 'Noun'), (‘O|LC},
. 'Josa'), (.", 'Punctuation’

nouns = okt.nouns(text) # HALEH == b )
pr‘int(ll%:iAr: ", nounS) %:'Al_: [ll:_”OlE_Il’ |A|_O|OI_.|ﬁl’ "cill-_E_l]




13l (Normalization)

. 22X | Sy=zE | 10%Iz
D U+0044 68
. HIAE [HO|H2 U= SHEfZ b= IHY a | U+0061 97
t U+0074 116 D d { d
- 22 oln| THojatE EE WAo| ChE T urooer 1| o7 | 689711697
ZHIE L= MZ CHE T2 Ql4 d U+0064 100 d a t 3
) o @ | 90061 1 97 | 100 97 116 97
> HTSE E3) 0| 0|2 A|AB}S)0F Tt t | u+oo7a | 116
a U+0061 97

=3

"Data”,  "data’, "DATA!",  "data?”
Of Ul EO{= AtEO| 27[A 25 ‘data'E 2[0|SHA| 2
HAFHe 424 OHE T2 QIA/X 2|t
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CHA| ™ Of| Al

=X Het A=At T 22 S "Data”, "DATA"
(Lowercasing) S CHOl2 QIASHA g | — “data”
EASR M A TcadR2L EEAtt "data-science!l”
T 7|2 MA — “data science”
2 Mg o] 7{e| SH= “data  science”
o -1 O (@)

— "data science”

<X}/0| 2E|Z
(28 Al)

HA

20243 & GH|O|g"
— 20244 ©|O|&"
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B relE

HAE HO|ES CHE Of 0§ 233t &7

—

theol 7|2 & X[2H =58 90 HO|HE MRt 24517 T2 ez TE

S =T

T= Y 213
Python #& 2f0|E2{2|2 re 25 2. Al O
g . Python &4 &A: re — Regular
=M &AM 2 & $t(match, search, sub, findall 5)2] ython &= -I. g
o\ expression operations
S QX A Fo| ZghE, ' ;
A HXIZ O TAl RS Al O
Hdaady a_liﬂ Er —?_ch')_; ngtg?% T X ;oﬁgzlt%a = Aoz Regular Expression HOWTO —
N, B, T o S © = 2= -1 —
HOW-TO st Python Docs
Real Python |25 Sd2 X2 re 25 AIEEHS 29 Regular Expressions in Python: t
FEZH HaadA 2 A EE S| 7|0 Mhat, he re Module
=9 re.match, re.search, re.findall S2| XI0|™& Python i ESA Ha
ot=x0j2 Fe[E oX 5o 4. (note.nkmk.me)
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import re # rec= Regular Expression(™EH¥

text = "Data-Science!! is, Exciting???

# IE TS A2 Bt
text = text.lower()

# LB SEHEE H 7]

# [~a-z\\s] » o (a~z)dt SH(\\s)= Helot LIHX|IE E5F HOf sHo= K|gt

text = re.sub(r'[”a-z\s]', " ', text)

6ME EOI , 5 S XA
2, ©, & S)7F StLt O
\s+ , text).strlp()

print(text) # A Ay
datascience is exciting




80| M A

£ 0{(stopwords)

- HIAEO At SO 24 580 2 7|0 E o] He T
- "o|of7F QIC 7| 2L, 28 S B[ LO0[=7) £l 0] AM HAE

Of off &

on

309 the, is, and, Bt=0{2] =Al/O{0] 2, =, 0, 7t, =, €, O, 2, It

- =80l 2N 50| otz ‘apH|-=HQl of =X

B M7 etkl= =80

- 280/F AL not, no, never, BILf, Lt Zotbt €2 HO& 49 =40AM 284 2[0|& 718
- X|A|O{L} | Z AL M, QA A AEIO| A= what, where, how / O| A, M, 07| THO{7F a4 gt

- W2 2T ONSH HEME 280 e Ue 280 E MASHE TA o0]7F AtehE.




EL:

1. 7|2 2|2E ALE

A O: nltk.corpus.stopwords.words(‘english’)
St 0f: KoNLPy HEA 2M Z
Z=At(Josa), 00| (Eomi) H|A

2. 30| EB|AE ™o
(EET HAE

EH0-ZZ0{(0f: not, 9iCH, AChe
M7otA| E=C

3. HIE 7|8t XA

=X 2 HE (%) Ol s&ot= TH0(max_df),

45 3|33 B0} (min_df)= H 7

4. K& H0|E

M 4T |. ?:'!EOH 9.|AFE-II '='_9_

HI

-1 =L
222 g9




ol =80 HAH =25

- https://www.deepshark.org/courses/data science/w/09 text data analysis#en stopword

30| 280 HH Mg

- https://www.deepshark.org/courses/data science/w/09 text data analysis#ko stopword
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017t (Stemming) =&

07t FE(Stemming)1t X0 == (Lemmatization)

- Etofo] Chsst HE HENS SiLio] BEE HEIR SUBHE T

W 0{Zt (Stem)
- HHoje| 7|2 HEf SO HSHA| Q= el 2E2 20|
_ SO AW, HAIS BAE S wat 4 QX|Oh 07He THojo| | oy

- EHo| H3to] 3 E 2RO 2 20| |G XA EHY

—

A Ehof HEEl HEY 25 ofzt
play playing, played, plays play
study studying, studied, studies studi
move moving, moved, moves mov

19/ 36
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HXN| O (Lemmatization) =&

HXH 0] (Lemma)

- HXH|0j= Atf(dictionary)0l SE =l THo1o| 7|2 O|C,
- EHO1o] EANPOS)Qt 28 &S 125ty oMo 2 ZHIE 7|2 HEE Het

- OlE S0, "better'= Ot =22 = A= HA|H, #HO =S ME "good' 22 HE

Y H M| 0{(Lemma) At
running run S Al(verb)
studies study S AH(verb)
better good & At(adj)
was be S At(verb)
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07t & (Stemming)

H XN 0] +&F (Lemmatization)

—_

=L

i Ot
balpll

Ol
2

1o

2m

ol
&

AL ZSAH SE S 0|85
oMo 2 XMstst

= Bt

studying — studi

studying = study

=X Tho 7 otz == UL

A
=

=
T
>
of
rir
i
2

Hp = C}

T A, 7|9 B4 24

= = 1L re)
SeT.o0|y 40| Wa XY
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from nltk.stem import PorterStemmer, WordNetLemmatizer
from nltk.corpus import wordnet

import nltk 4 Al A7}

tHOl OfZtF= HHNOIFE
studies  studi study
studying studi study

# Ot == AN 49 (Stemming) studied  studi study
stemmer = PorterStemmer() better better good
running  runn run

nltk.download( 'wordnet")

# HENO == AN M4 (Lemmatization)

lemmatizer = WordNetLemmatizer()

words = ["studies", "studying", "studied", "better", "running"]

print("CHON\tO|ZtFE\tEHM O FE")
for w in words:

stem = stemmer.stem(w)

# SAH 7|EL2 B

lemma = lemmatizer.lemmatize(w, pos=wordnet.VERB)
print(f"{wi\t{stem}\t{lemma}")




SHO{0 M 0{ZF U BH|O] £ES X

m FQENZ SRS, 50| ThesR| RICH

7
Of
Ral
=

- GOl&= run — running, study — studyingX & " AL & 0]

Ay | wgE g
Jbch | ZPUICH 7R, kD, ZERIBE JHLI, The B
Cf, #2, XD, Shs, sta T, SHCtD

Korean NLPPP"
AN/

- =0 O{0] Botel AR 20| Of 2 ChHY

sich | &L

SIMPLE RULES:

I' 3
|
|
|
_ |
/47.| €=run - running : = D
study — strauying | :
9
| >
| 1 XA}
| TR :
| [
| 2 &y g
| K S [
% 0 &9,
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Target Sentence
"7t AlX|BF JFX|] B3iCH

AL AN

EA EHE (Pos) Zut

[("7F, 'verb'), ('21', 'Eomi'), ('4', 'Verb’), ('AI2', 'Eomi'),

('7t*, 'verb'), ('X|', 'Eomi’), ('=S}', 'Verb'), ('®', 'Eomi'), ('Cl', 'Eomi')]




- EHRot - 2R

- F0l2| Lemmatizerq E B O| THA 7} OFL| 2},
HEjA 24 CHAO|AM ofO] &AM Of(lemma) M2|7F A +=H
m AN dAR-ARoAM= HEA 7|8 HE|R B
- 2= 0] NLPOIM &= & Ct3 A Z R EICE

1.

ogt
m

i 24 (Morphological Analysis) — SAF SENXA| Z&ot EF 3}
2. =80 XA + SAL ME (O: FAL SAIEE AR

Hj

w
oe
ol

/B3 3 (Word2Vec, BERT S)

25/ 36
e



26 / 36




CHo] ¥1& M (word frequency analysis)

- =M oM O o7t XAt SHot=AIE ALoro] FHLE iy 7|9 ES WEA oterdte b

HE =

17:|X_I|I I%Dll, lxo-l KH

R TIAL S AR S 2a3iCs

— o

WORD =
COUNTER [
- g

After tokenization, we count how many times each word 8
word appears to identify key topics and keywards lacomb ina ||
document — this is Word Frequency Analysis!

o

my!
rlo
i
<
N
Pl
-
on
0
ot
1>
$0
glo

I

= TolE oilg 22 3y A FHLKX| mtepst=H ==0] &,




= AL
He 2M AS

CHE - 7| 22 https://www.pa.go.kr/research/contents/speech/index.jsp

A= OOl Cr22E5: M103FH 318 7[HAL

https://www.deepshark.org/courses/data science/w/09 text data analysis#word frequency presid

ent speech
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- 22 1 37X (Positive), £ QI X[(Negative), 22 & & 21X|(Neutral) & T+=ot= &Y

“| really love this movie. It was fantastic!” - 3°3%& Z'd (Positive)
“This movie was boring and too long” — £8% Z™ (Negative)

B HAE Oo|E EAojMel A

£05S D7 B|HLESNS WS AHSO2 QOFs|AL 3HH H 82 A2y
- QA K|

OAE, Xl =4 AlE S Ctdet 200N tHE2] SME =Xl=totd] H|O[E 7[Z oJAHE S

N

- AFHOf M2|(NLP) Lo =2t elol oo A
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TextBlob= 0| &

TextBlob

A £ GO|E{E H2|8}7| /3 THo| to|=a{2|o|ct,

fujn
mjo

- RFOIOf HEINLP)OA] XHE 43E|= RUSS 2T £3Y & YEE o}

rir
ikl
5
I
ro
>
i
]
ok

m FRIs

- E A} Ef E(Part-of-Speech Tagging)

o

At 22Z(Noun Phrase Extraction)

1
0y

A &M (Sentiment Analysis)

Mo

M 25 (Classification)

- HY(Translation) S

o>

B 25 3t

- https://www.deepshark.org/courses/data science/w/09 text data analysis#textblob
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BERT 27|

- BERT (Bidirectional Encoder Representations from Transformers)

- GoogleO| 2018 A0 &

%I: tcl>l-

0Ot

t(OI-

IT

MO
12
ujo

Xt
o

10

MO

Roberta 27|

oy 2E

n

o|ojL} of %

i

D 5)OZ 0|8}i5hE Transformer 7|8t TXE AL

X O]l.
- Robustly Optimized BERT Approach T =l -
GPUZt Gl 8%
- 20199 Facebook AI(EI X Meta Al)7} & ESH BERT ZEO| 7HM H oo 22 &+ /US
TTTT

- Roberta A& ZE

https://www.deepshark.org/courses/data science/w/09 text data analysis#roberta
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N
=
B
N
<
1]
of
o
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1]
oF

B HEZCSE A4S (Word Cloud)

[

PN

tojel 371, w71, »

C
[

| =4 O|0f Ho]& 2

—

Zd™- 0O
i R

(EDA): =

M
-

N

=X
S

A2 d4: 280 A=
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N
N
o)
B
N
3
1]
of
o
min
1]
oF

jol

[

T
IH
ol
&0

AE B4

- Python: wordcloud, matplotlib, konlpyS Z%2t5t0| AtE

- R: wordcloud, tm, tidytext I§7|X|

=
S

- A|Z3} =: Tableau, Power B, Flourish

&+ Voyant Tools, D3,js, Echarts

2
=

BF0| B4 Al FOUMY

80l= A

=
=
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B wordcloud

B 2IMAE

- Windows :

7| X] X| (pip install wordcloud)

-l-:-—
otz &

C:/Windows/Fonts/malgun.ttf ({2 1)

E 9%

- macOS : /Library/Fonts/AppleGothic.ttf (O 211 5)

AlA
== dE

https://www.deepshark.org/courses/

data science/w/09 text data analysis

#wordcloud

- Linux/Colab : /usr/share/fonts/truetype/nanum/NanumGothic.ttf (L= 11 5)

EZE 0|8 2roj M A = CIRERE
L= 5 o A5t 7t=40| £0t

(Nanum Gothic) |+ = NAVEROFD loic satocifa memeo) i Arg | NAVER
71524 MEI2E 8 |80 EE2{2 MK LT 24
(Cafe24 Surround) | & 8A AME 7t | 248X 2l C|Xt e

2 =S| = - olm E Ol 09 I HH O]
(BME DoHyeon) )éI-OH-I&Ii A|'-8- 7|_% FO YEE o T——



https://hangeul.naver.com/font
https://fonts.cafe24.com/
https://fonts.cafe24.com/
https://noonnu.cc/font_page/37
https://www.deepshark.org/courses/data_science/w/09_text_data_analysis#wordcloud
https://www.deepshark.org/courses/data_science/w/09_text_data_analysis#wordcloud
https://www.deepshark.org/courses/data_science/w/09_text_data_analysis#wordcloud
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