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import requests
from bs4 import BeautifulSoup

url "https://news.ycombinator.com/"

res requests.get(url)

soup = BeautifulSoup(res.text, "html.parser")

titles = [item.text for item in soup.select(".titleline > a")]
print(titles[:5])
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import pandas as pd
df = pd.DataFrame({'age': [25, None, 30, 120, 28]})
df['age'] = df['age'].fillna(df['age'].mean()) # BZAX XNz

df = df[df['age'] < 100] # O|AX| A

print(df)
)
age
0 25.0
2 30.0
4 28.0
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# M3 Z- oA from sklearn.metrics import mean_squared_error
from sklearn.linear_model import LinearRegression y_true = [100, 150, 200, 250]
X = np.array([[1], [2], [3], [4]1]) y_pred = [110, 140, 210, 240]
y = np.array([100, 150, 200, 250]) rmse = mean_squared_error(y_true, y_pred, squared=Fals:
model = LinearRegression().fit(X, y) print("RMSE:", rmse)
print("0I&z:", model.predict([[5]])) \
) Actual vs Predicted (RMSE Visualization)
Linear Regression Example —— Actual
300 x Data % 20k Predicted
—— Regression Line
» Prediction (x=5)
275} 220
250+ 200+
225+ £ 180
bt
> 200 160t
175}
140t
150
120}
125}
100}
100} 0.0 0.5 1.0 1.5 2.0 2.5 3.0
1.0 15 2.0 2.5 3.0 35 4.0 45 5.0 Sample Index
§ AR|ZES} 0|52 B3 - £ M 7 Kto| 7} RMSEQ] ghaiE
M 3|7 22t M H0|E Z2IE o|% (x=5¢ [ y=300)
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